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1 Introduction

Full-duplex (FD) transceivers are known for their capability to transmit and receive at
the same time and frequency, hence showing the potential to enhance various aspects
of wireless communication systems, e.g., latency, security, and spectral efficiency [1].
Such potentials are interesting, considering the growing demand for low-latency and
high data-rate services, calling for energy and spectral efficient wireless solutions. Ne-
vertheless, FD transceivers suffer from the inherent SI from their own transmitter, due
to the co-channel transmission and reception. In theory, since the transceiver is aware
of its own transmitted signal, it can estimate and subtract the received SI. However,
this process is challenging in practice, since the strong SI signal saturates the receiver
front-end, e.g., low noise amplifier (LNA), analog-to-digital converter (ADC), and de-
grades the desired received signal. As a result, for a successful realization of an FD
transceiver, the SI signal must be attenuated at the radio frequency (RF) domain, prior
to saturating the limited dynamic range of the receiver chain. In this regard, specia-
lized self-interference cancellation (SIC) techniques have been developed in the recent
years, employing a combination of various analog and digital signal processing. The
proposed SIC in [2] has obtained an adequate level of isolation between transmit (Tx)
and receive (Rx) directions to facilitate an FD communication, complying with WiFi
802.11.ac standard. Such results have motivated multiple recent studies on the potential
gains, and the promising use-cases for the application of the FD transceivers in future
wireless communication systems.

1.1 Scope

The work presented in this dissertation provides novel insights and design frameworks
for the gainful application of FD transceivers into the wireless communication systems,
from the aspects of radio resource allocation and optimization. On one hand, the
simultaneous transmission and reception at the same channel appears as a promising
communication paradigm with the potential to obtain a higher level of spectral efficiency
and security. On the other hand, the co-existence of multiple transmissions at the
same channel appears as a potential threat to the performance of wireless systems,
if the impact of the additional interference paths are not properly controlled. This
calls for smart resource and interference management schemes, in order to avoid the
negative impacts of the additional interference. In this thesis, optimized allocation
of the fundamental communication resources, i.e., power, spectrum, antenna and radio
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1 | Introduction

front ends, have been studied for different promising scenarios regarding the application
of FD nodes. In each case an optimization framework is provided and the achievable
gains, associated with the application of FD capability, are evaluated.

In the following, a summary on the available related works is provided in the context
of implementation and design of the FD wireless communication systems.

1.2 Related Works

We can divide the available related studies on FD wireless systems into two main cate-
gories. The first category includes studies on the realization and implementation of an
FD transceiver, addressing the main historic question: if and how the strong SI signal,
resulting from the co-channel transmission in an FD transceiver, can be adequately sup-
pressed?. The second category, includes studies on the application of FD transceivers,
addressing the question: where, how, and how much gain can be obtained via the appli-
cation of FD capability to the wireless communication systems?. The answer to the first
question revisits multiple fundamental aspects in the design of wireless transceivers,
whereas the second question requires reconsideration of the traditional system design
and resource allocation, with the goal of integrating the new paradigm into different
communication scenarios.

1.2.1 FD transceiver realization: SI cancellation

As previously mentioned, due to the proximity of the transmit and receive front ends,
the SI signal is distinctly stronger than the desired received signal, thereby saturating
the limited dynamic range of the receiver chain elements. As a result, a successful SI
cancellation scheme must include measures to attenuate the SI signal prior to it saturates
the receiver chain. Considering the fact that the SI signal is initially the known transmit
signal from the same transceiver, hence, the SI cancellation may include measures taken
at different signal domains: the baseband signal domain at the transmit and receive
chains, as well as the RF signal domain at the transmitter or at the receiver. As a
result, the available implementations of SIC offer different approaches for attenuating
the SI signal at the aforementioned domains as briefly summarized in the following, see
Fig.1.1 .

Passive attenuation

The passive SI attenuation is obtained as the natural attenuation of the propagated
SI signal from the transmit antenna to the receiver side. The works in [3–5] have
obtained promising levels of passive isolation by employing separated set of antennas
for transmission and reception, relying on directional isolation, cross polarization, as well
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as the addition of RF absorbing materials. In [6] it is observed that 60−70 dB of passive
isolation can be obtained by exploiting antenna directivity in an FD relaying scenario,
with opposite directions for signal transmission and reception. In [5] it is observed that
more than 70 dB of attenuation can be obtained at an anechoic chamber environment
with a very low reflection floor, when both cross-polarization and absorptive shielding
are applied together. However, the same study concludes that the isolation quality
degrades rapidly in the presence of the reflective paths, hence requiring a combined
passive and active cancellation strategy for most practical environments. For the devices
using a shared antenna for transmission and reception, passive isolation is obtained via
3-port RF-circulator. Thanks to the anisotropic property, RF circulator are capable
of providing around 15 dB of isolation among Tx and Rx, however, falling short in
comparison to the reported attenuation via physical antenna separation. Nevertheless,
they are used as a part of the SI cancellation for the devices with relatively small form
factors, e.g., [2, 7, 8].

Active RF cancellation

The reported isolation obtained via passive cancellation methods is not sufficient for
most practical scenarios. Hence, active cancellation appears as an inevitable part of
a successful SIC strategy. In general, active RF cancellation includes an active recon-
struction and subtraction of the SI signal at the RF domain, which has to take place
prior to the SI signal reaching the sensitive receiver chain elements. In the following, we
briefly explain the main approaches for the implementation of an active RF cancellation,
i.e., antenna cancellation and injection approaches.

Antenna cancellation Antenna cancellation includes the utilization of an auxiliary
transmit antenna, with the intention of actively nullifying the SI signal at the location
of the receive antenna. This can be done, e.g., by employing an 180-degree analog phase
shifter on a duplicate secondary transmission, or by placing the secondary Tx antenna
at the distance d + λ

2 to the Rx antenna, d being the distance between the primary
transmit and receive antennas, and λ being the wavelength corresponding to the used
carrier frequency. The idea of antenna cancellation has been presented in [9–11] as the
first SIC strategy to demonstrate the feasibility of FD wireless communications. The
auxiliary transmission in [9] achieves 20 dB of attenuation at the center frequency of
2.4 GHz, for an optimal placement of the antennas. However, the obtained cancellation
is valid for the narrow bandwidth of 5 MHz, since the phase difference generated as a
result of the fixed distance frequency dependent. Consequently, the works in [12,13] have
obtained overall cancellation of 45 dB over the extended bandwidth of 10 MHz, replacing
the distance-based design with an RF analog phase shifter. Moreover, the latter work
has generalized the proposed antenna cancellation scheme for an FD multiple-input
multiple-output (MIMO) transceiver.

3



1 | Introduction

Signal injection The signal injection approach is based on the reconstruction and
subtraction of an auxiliary SI RF signal. However, in contrast to the antenna cancella-
tion which relies on on-the-air auxiliary transmissions, the injection approaches rely on
the direct injection of the reconstructed SI signal, i.e., with no auxiliary transmissions.
This results in a more accurate control over the auxiliary signal, however, requires a
more complex RF circuitry, particularly as the number of transmit and receive chains
increase. Two separate implementations can be recognized for the injection approaches,
summarized in the following.

Auxiliary reconstruction In [14], and later in [8, 15–17], active SIC schemes are
proposed where an auxiliary transmit chain is utilized to reconstruct the estimate of
the SI signal at the RF domain. The constructed RF signal is then subtracted from
the received signal, immediately after the Rx antenna. The implementation in [17] has
obtained around 85 dB of total cancellation, over the bandwidth of 20 MHz. Due to the
dedication of a complete transmit chain, the constructed SI can be shaped by controlling
the baseband signal of the auxiliary chain, via digital processing. This increases the
capability of this method to adapt to the multi-path reflections, as well as improving the
SIC performance over a larger bandwidth. However, the usage of an additional chain
leads to the additional transmit distortions, which is the drawback of this approach.
The works in [18–21] have introduced additional digital signal processing measure with
the goal of reducing the impact of RF impairments, e.g., I/Q imbalance [20, 21], and
phase noise [18,19].

Direct injection As mentioned, the utilization of a separate Tx chain for recon-
structing the RF SI signal leads to the additional hardware distortions from the auxi-
liary chain. In contrast, the direct injection methods generate the estimate of the SI
signal at the RF domain, by directly feeding the up-converted signal at the Tx chain to
an attenuator and phase shifter unit. This design, i.e., [10], uses a balanced-unbalanced
(Balun) transformer to invert a copy of the transmitted signal and adjust its delay and
attenuation using programmable attenuators and delay lines, obtaining around 45 dB
of cancellation over the 40 MHz bandwidth. However, this design is sensitive to the
accurate tuning of the delay lines. A similar approach is also presented in [22,23], where
digitally-controlled hybrid transformers are used to generate the inverted version of the
SI signal. The works in [2,7] have presented the idea of fixed and uniformly distributed
delay lines, implemented as connection links with different lengths on a printed circuit
board (PCB), where the attenuation at each line is digitally controlled. It is observed
that in comparison to [10], the application of fixed delay lines results in a significant
improvement, where 110 dB of overall cancellation is obtained in [2], complying with
WiFi 802.11.ac requirements. The extensions in [24, 25] present an all-analog SIC, uti-
lizing a clustered tap with digitally controllable attenuators and a blind digital tuning
approach. It is observed that the clustered delay approach is capable of enhancing the
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frequency response of the SIC, obtaining 70− 80 dB of analog cancellation over the 100
MHz bandwidth.

Digital domain cancellation

Once the SI signal is attenuated via the combination of passive and active RF met-
hods to comply with the dynamic range of the receive chain elements, it can be then
down-converted, together with the desired received signal, and further processed at the
receiver. While the analog and passive cancelers perform well for the attenuation of
the dominant SI paths, e.g., a line-of-sight (LOS) or short-distance reflections, receiver
digital processing is best suited to resolve the residual reflective paths which contain
less power but are less stationary, e.g., due to mobility. Moreover, the digital processing
at the Tx side can be employed to reduce the resulting SI power, via Tx beamfor-
ming. The works in [26–28] have considered a limit on the SI power, as a constraint
for Tx beamforming, thereby protecting the receiver chains from saturation. Howe-
ver, the practical impact of such consideration has not been verified via experiments.
For the transceivers with a large transmit antenna arrays, i.e., massive multiple-input
multiple-output (mMIMO), the application of analog cancelers becomes costly due to
the increased number of chains. In this regard, it is shown in [29] that transmit beamfor-
ming can act as an essential part of SIC. In fact, 50 dB of cancellation is reported in the
latter work via a combination of passive isolation and transmit beamforming, employing
a 72-antenna array system. In the receiver side, the application of digital processing
is a common measure for almost all of the available SIC techniques. The remaining
parts of the SI signal at the receiver baseband shall be processed and further reduced,
exploiting the remaining spatial and temporal dependencies. In [2, 30, 31], it is obser-
ved that the impact of non-linear signal distortions, resulting from the non-linearity at
Tx and Rx chains, can be reduced by employing a non-linear signal processing at the
receiver, outperforming the linear models. The employed digital processing in [2] has
obtained 15 dB of additional cancellation via non-linear signal processing, leading to 50
dB overall cancellation in the digital domain.

1.2.2 Applications of FD transceivers

The coexistence of transmission and reception at the same channel has been conside-
red as a potentially gainful paradigm for various aspects of wireless systems. In the
following, we review the main scenarios for which the application of FD capability is
motivating, see Fig. 1.2.
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How Self-Interference Cancellation (SIC) is done ?

Passive isolation Active cancellation

RF analog cancellation Digital processing

- Transmit beamforming
- Receiver subtraction

Antenna cancellation RF signal injection

- Direct injection
- Auxilliary reconstruction

- Physical antenna separation
- Cross polarization
- RF Absorbing materials
- RF circulator

Where SIC is done ? RF RF Baseband

Figure 1.1: An overview on the main approaches for SIC.

FD bidirectional communications

In a bidirectional communication, a single or multiple pairs of nodes perform a two-
way communication. At each communicating pair, the transmission and reception is
traditionally separated over orthogonal channel resources, e.g., via time division duplex-
ing (TDD) or frequency division duplexing (FDD). When nodes are enabled with FD
capability, the opposite communication directions can be facilitated on the same channel
resource, thereby improving the spectral efficiency. However, such systems suffer from
the interference from other communicating nodes, in case of multi-pair communication,
as well as the residual self-interference (RSI) which remains from the implemented SIC
process. In [32] the achievable rates of a two-node FD bidirectional communication
is studied under the impact of RSI, where nodes are equipped with multiple anten-
nas. It is observed that an FD system outperforms its HD counterpart, in terms of
the achievable rate, if the RSI is sufficiently small and reaches the theoretical two-fold
gain for a perfect SIC. The problem of sum rate maximization has been also revisited
in [27,28,33–36] offering diverse modeling and design frameworks. The consideration of
energy efficiency under known rate requirements has been considered in [37–39]. The
coexistence of an in-band bidirectional system with an underlay primary network, has
been studied in [40, 41], considering a minimum mean-squared error (MMSE) design.
The extension of the basic setup in [32] into a multi-pair bidirectional setup is studied
in [38,40,42,43].

FD cellular networking

Application of FD capability at a basestation (BS) node, is shown to be gainful in the
context of wireless cellular communication networks in three distinct ways. Firstly, An
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FD BS is capable of serving uplink (UL) and downlink (DL) users at the same channel,
hence, showing potential for a higher spectral efficiency in the access network. Secondly,
an FD BS may transmit jamming signals to the potentially illegitimate receivers, while
receiving information from the UL. This leads to a higher information security in the
physical layer. And third, FD capability enables an in-band wireless backhauling, where
the received UL information can be relayed to the core network at the same operating
channel. In the following, we focus on the first application, where the second and the
third scenarios are explained in more details in the subsequent parts.

The initial works [44–46] have presented an FD cellular communication system, where
an FD BS is simultaneously communicating with multiple UL and DL users, showing
superior performance compared to the system with an HD BS. However, the impact of
RSI, or the co-channel interference (CCI) among the UL and DL users, appearing as a
result of co-channel transmission and reception, are neglected. In [44,47], it is discussed
that the co-existence of the several traditionally separated transmission and receptions
on the same channel leads to the emergence of the additional interference paths, which
are not negligible for the resulting system performance. Consequently, various design
methodologies have been proposed for a single cell FD cellular system [48–51], where
the impact of the RSI, as well as the CCI are effectively controlled by the means of
beamforming and power adjustment at a multiple antenna FD BS, and HD users. The
works in [52,53] have proposed a channel allocation scheme for an FD multi-user setup,
where the impact of CCI is controlled via smart channel assignment. The coexistence
possibility of an unlicensed FD cellular system with a primary network is studied in [51]
by protecting the primary system via interference power constraints. In [43, 54] an FD
BS is considered, where in addition to the UL and DL users the BS is responsible for
wirelessly transferring energy to the nodes relying on external energy sources. The
extension of the studied single-cell setup to a multi cell, multi user setup has been given
in [55–57], considering sum rate, and total energy consumption as design objectives.

FD relaying

A relay node is responsible for receiving and forwarding information from an informa-
tion source to a destination, thereby potentially enhancing coverage and end-to-end
capacity when a direct connection is weak. However, the operation of the source-to-
relay, and the relay-to-destination links are traditionally separated via a TDD or an
FDD scheme, in order to avoid self-interference. In contrast, an FD relay is capable of
receiving information from a source, while simultaneously forwarding the information
to the destination, thereby reducing the end to end latency and preserving the spectral
efficiency. Different possibilities for reducing the loop interference in an FD relaying
system is discussed in [58], leveraging from the separation of the transmit and receive
spatial directions, as well as digital processing. The problems regarding relay resource
allocation and power adjustment for the systems with single or multiple single-antenna
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FD relays with amplify and forward (AF) process are studied in [59–64], and then exten-
ded for multiple-antenna setups in [65–77]. Studies on the FD relays with decode and
forward (DF) process are given in [78–82]. In [83–85] the application of FD relays are
considered where the relay node is equipped with a massive antenna array, thereby faci-
litating the relay transceiver with directive beams with the goal of a better SIC, as well
as higher spectral and energy efficiency. In [86–88] an FD relaying setup is considered
where the relay relies on the wireless energy reception to perform the relaying task. A
secure information relaying is proposed in [86,89,90], where the FD relay benefits from
the simultaneous information reception and transmission, as well as transmitting jam-
ming signal to the potential eavesdroppers. In [91–95], the idea of FD in-band relaying
is applied on an FD BS, where the UL information is relayed to the core network at the
same channel, hence, providing a spectral efficient wireless backhaul link with reduced
latency. The energy efficiency of the FD relaying systems is also studied in [96,97].

FD and physical layer (PHY) security

Due to their broadcast nature, wireless systems are prone to interception by unaut-
horized receivers, i.e., eavesdroppers, hence compromising the confidentiality of the
communicated data. Currently, information security is provided by the means of cryp-
tographic approaches at the higher layers of the communication protocol stack, relying
on the distribution of secret keys. However, such approaches are prone to attack due
to the increasing computational capability of the receivers, as well as the challenges in
the distribution and management of secret keys. In contrast, PHY security exploits
the physical characteristics of the communication and the wiretap channels, with the
intention that the communicated information is not received by the eavesdropper, hence
obtaining perfect secrecy. In this regard, the application of FD nodes is promising, since
they are capable of transmitting an artificial noise (AN) while receiving the useful in-
formation, thereby degrading the decoding capability of the eavesdropper. In [98–100]
the application of FD transceivers is studied in the presence of eavesdropper nodes,
however, assuming a perfect SIC. The works in [48, 48, 101, 102] have then considered
the impact of RSI, where the FD transceiver is equipped with multiple antennas. It is
observed that the joint consideration of FD jamming capability, together with multiple
antenna beamforming, results in an effective jamming gain when channel state infor-
mation (CSI) can be obtained for the channel to the eavesdropper. An unfortunate
scenario where FD capability is employed by an eavesdropper is studied in [103], where
the illegitimate receiver actively degrades the desired communication link via FD jam-
ming. The work in [103] studies the optimization of PHY security on a bidirectional
communication system where both nodes are capable of FD operation. In the latter
case, the FD capability is utilized for both jamming, as well as simultaneous informa-
tion transmission and reception. The consideration of PHY security in an FD-enabled
cellular system is addressed in [48, 48, 101], where an FD basestation provides a secure
communication simultaneously for UL and DL users. In [104,105], PHY security in an
FD-relaying system is studied, where an FD relay performs instantaneous and secure
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Figure 1.2: An overview on the applications of FD radios.

information forwarding, simultaneously with transmitting artificial noise directed to the
eavesdropper.

Spectrum sensing

Unlike HD radios, an FD transceiver is capable of transmission and sensing at the same
time and frequency, hence showing potential for a higher resolution spectrum sensing, as
well as better collision avoidance during the transmission periods. In [106] a simultane-
ous transmission and sensing technique is proposed, where directional antennas are used
to enable the FD operation. A simultaneous sensing and communication scheme is then
enabled in [107]. In [108], an energy detection scheme is analyzed where the observed
spectrum is additionally distorted by thermal noise, and residual self-interference. The
application of an FD transceiver as an spectrum-observing cognitive node is considered
in [109] for multiple promising scenarios, where the use of FD capability is observed to
enhance the spectrum usage.

Further applications

Although the presented scenarios so far, are considered to be the most promising use-
cases of the FD transceivers, the gainful application of FD nodes entail a broader set
of use cases. In [110] active SIC methods are considered to significantly enhance the
dynamic range of electronic scanning devices, by effectively measuring and reducing the
near-end reflections. In [111] FD radios are considered as promising alternatives for
distributed localization and group synchronization, however, assuming a perfect SIC.
The reciprocal channel among two FD radios is considered as a shared information for
the generation of secret keys, thereby enhancing the key generation rate which can be
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obtained using HD radios. For a broader overview on the applications of FD transceivers
please see [1, 112,113].

1.3 Thesis Outline and Contributions

The outline of this thesis, as well as the main contributions are summarized in the
following.

In Chapter 2, a bidirectional wireless communication system is studied between two
FD transceivers, where both nodes are equipped with multiple antennas. In particular,
a multi-carrier system is studied, where the communication in opposite directions can
be interchangeably accommodated on the same channel resource, in order to enhance
the spectral efficiency, or can be accommodated on orthogonal subcarriers, in order to
avoid interference. The impact of channel estimation error as well as the non-linear
transceiver distortions, leading to the RSI and inter-carrier leakage (ICL), are jointly
taken into account. The design of the linear transmit and receive filters is then studied,
following a sum rate maximization, as well as minimum sum mean squared-error (MSE)
approaches. A notable gain is observed, compared to the traditionally HD systems, for
transceivers with accurate hardware. However, it is observed that the application of a
distortion-aware design is essential, as transceiver accuracy degrades and ICL becomes
a dominant factor.

In Chapter 3, a MIMO FD relaying setup is studied, where the impact of hardware
distortions are taken into account in the SIC process. The end-to-end performance of the
FD relay is then evaluated and optimized, by the means of linear transmit and receive
strategies. In particular, by jointly considering the impact of hardware distortions at
the receive and transmit chains, we observe an inter-dependent behavior of the relay
transmit covariance and the RSI covariance in an AF-FD relay, i.e., the distortion loop
effect. This results in a performance disadvantage for the AF-FD relaying as dynamic
range degrades, e.g., compared to the DF-FD relaying where the aforementioned inter-
dependency does not exist due to decoding. Moreover, it is observed that for a system
with a small thermal noise variance, or a high power or high transceiver distortion, the
application of a distortion-aware design is essential.

In Chapter 4, the secrecy energy efficiency (SEE) of a multiple-input multiple-output
multiple-antenna eavesdropper (MIMOME) wiretap channel is studied, in terms of the
securely communicated bits-per-Joule, where the legitimate receiver is equipped with
full-duplex (FD) capability. Hence, the transmitter and the legitimate receiver are
capable of transmitting AN to the eavesdropper, while exchanging information. In par-
ticular, it is investigated: if and how the application of an FD jammer can enhance the
system SEE, when considering the additional power used for jamming and SIC, as well
as the degrading effect of RSI. In this regard, an optimized allocation of resources is
proposed for the information and jamming transmissions, with the goal of maximizing
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the system SEE, assuming the availability of perfect, or partial CSI. Numerical simula-
tions indicate only a marginal SEE gain for a wide range of system conditions. However,
under the condition that the SI can be efficiently mitigated, a significant gain is obser-
ved for the scenarios with a small distance between the FD node and the eavesdropper,
a system with a high signal to noise ratio (SNR) condition, or for a bidirectional FD
communication setup.

In Chapter 5, gainful utilization of FD capability for cellular communication systems
is studied. In the first part, an overview on the application of FD capability in the
radio access network is given, where UL and DL connections are scheduled on the same
channel, aiming at a higher spectral efficiency. The coordination among the infrastruc-
ture nodes is observed to be effective in achieving a higher spectral efficiency, however,
resulting in a higher data traffic on the backhaul network. In the second part, the
application of FD wireless links is studied as a spectrum-saving mechanism for wire-
less backhaul solutions, leading to a reduced overall network cost. In particular, the
coexistence of multiple wireless links at the same channel resource is enabled, utilizing
an environment-aware interference management scheme together with the FD capabi-
lity, leading to a reduced overall cost. Moreover, a reactive network re-tuning method
is proposed which reacts to small changes in the network data, e.g., quality of ser-
vice (QoS) requirements or SIC level, via transmit power adjustment on each wireless
link. Numerical simulations suggest that for a dense urban deployment where the en-
vironment information is accurately accessible, the proposed methodologies lead to a
reduced overall network cost, thanks to the FD capability at the radio links.

A summary of the main findings and an outlook for the future related research directions
are given in Chapter 6. The contributions of this thesis are based on the works already
published, or under consideration for publication in [28,36,37,39,47,50,51,56,59,60,74,
114–132].

1.4 Mathematical Notations and Conventions

The following mathematical notations and conventions are used throughout this thesis.
Scalar values are denoted as italic normal letters, e.g., x. Column vectors and matrices
are respectively denoted as lower-case and upper-case bold letters, e.g., x,X. An all-
zero (all-one) matrix with size m× n is denoted as 0m×n (1m×n). The identity matrix
with dimension K is denoted as IK .

1.4.1 Sets

The set FK is defined as {1, 2, . . . , K}. The set of real, positive real, and complex
numbers are respectively denoted as R,R+,C. The size of the set X is denoted as |X|.
The set of all positive semi-definite matrices is denoted by H.
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1.4.2 Matrix and vector operations

Trace, inverse, determinant, transpose, conjugate and Hermitian transpose of the matrix
X are respectively denoted by tr(X), X−1, |X|, XT , X∗ and XH . The Kronecker product
is denoted by⊗. vec(X) stacks the elements of X into a vector. Euclidean and Frobenius
norms are respectively denoted as ‖x‖2 and ‖X‖F . diag(X) returns a diagonal matrix
by putting the off-diagonal elements to zero. bXici=1,...,K denotes a tall matrix, obtained
by stacking the matrices Xi, i = 1, . . . , K. The range, i.e., column space, of the matrix
X is denoted as R{X}. The value of {x}+ is defined as

{x}+ =

 x x ≥ 0
0 x < 0,

and the matrix {X}+ is similarly obtained by replacing the negative matrix elements
by zero. The dominant eigenvalue, and the corresponding eigenvector of the matrix
X are calculated via the operators λmax {X}, and λmax {X}, respectively. Γl

M is an
M ×M zero matrix except for the l-th diagonal element equal to 1. The gradient of
the function F ∈ R with respect to the matrix X and at the point X0 is denoted as
∇XF (X0). SMD ∈ {0, 1}M

2×M2 is a selection matrix with one or zero elements such that
SMD vec (X) = vec (diag(X)), for X ∈ CM×M . SK ∈ {0, 1}M

2N2×M2N2 is a permutation
matrix such that

vec (X1 ⊗X2) = SKvec
(
vec(X1)vec(X2)T

)
,

for any X1,X2 ∈ CM×N . Similarly, ST ∈ {0, 1}MN×MN , such that STvec(X) = vec(XT ).

1.4.3 Statistical notations

Mathematical expectation is denoted as E{·}. The statistical independence is denoted
as ⊥. CN (x,X) denotes a complex normal distribution with mean x and covariance
X.
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2 Full-Duplex Bidirectional
MIMO OFDM Communications

2.1 Overview

FD transceivers can accommodate a bidirectional communication on the same channel
resource, hence showing potential to save the spectrum. On the other hand, FD sys-
tems suffer from the RSI, which may greatly impact the resulting system performance.
Although successful instances of SIC have been demonstrated for a bidirectional setup,
such methods are still far from perfect in a realistic environment mainly due to i) aging
and inherent inaccuracy of the hardware (analog) elements, as well as ii) inaccurate
CSI in the SI path, due to noise and limited channel coherence time. In this regard,
inaccuracy of the analog hardware elements used in subtracting the dominant SI path
in the RF domain, e.g., via signal injection methods, may result in severe degradation
of the SIC quality. This issue becomes more relevant in a realistic scenario, where un-
like the demonstrated setups in the lab environment, analog components are prone to
aging, temperature fluctuations, and occasional physical damage. Moreover, an FD link
is vulnerable to CSI inaccuracy at the SI path in environments with a small channel
coherence time. A good example of such challenge is a high-speed vehicle that passes
close to an FD device, and results in additional reflective SI paths1.

In order to combat the aforementioned issues, an FD transceiver may adapt its Tx
and Rx strategies to the expected nature of the CSI inaccuracy, e.g., by directing the
transmit beams away from the moving objects or operating in the directions with smaller
impact of CSI error. Moreover, the accuracy of the Tx and Rx chain elements can be
considered, e.g., by dedicating less power, or ignoring the chains with noisier elements in
the signal processing. In this regard, a widely used model for the operation of a multiple-
antenna FD transceiver is proposed in [32], assuming a single-carrier communication
system, where CSI inaccuracy as well as the impact of hardware impairments are taken
into account. A gradient projection (GP)-based method is then proposed in the same
work for maximizing the sum rate in an FD bidirectional setup. Building upon the
proposed benchmark, a convex optimization design framework is introduced in [27,28] by
defining a price/threshold for the SI power, assuming the availability of perfect CSI and
accurate transceiver operation. While this approach reduces the design computational
complexity, it does not provide a reliable performance for a scenario with erroneous

1Since the object is moving rapidly, the reflective paths are more difficult to be accurately estimated.
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CSI, particularly regarding the SI path [126]. Consequently, the consideration of CSI
and transceiver error in an FD bidirectional system is further studied in [35, 36] by
maximizing the system sum rate, in [133] by minimizing the sum MSE, and in [38, 39]
for minimizing the system power consumption under a required quality of service.

The aforementioned works focus on modeling and design methodologies for single-carrier
FD bidirectional systems under frequency-flat channel assumptions. In this regard, the
importance of extending the previous designs for a multi carrier (MC) system with a
frequency selective channel is threefold. Firstly, due to the increasing rate demand of
the wireless services, and following the same rationale for the promotion of FD systems,
the usage of larger bandwidths becomes necessary. This, in turn, invalidates the usual
frequency-flat assumption and calls for updated design methodologies. Secondly, unlike
the half-duplex (HD) systems where the operation of different subcarriers can be safely
separated in the digital domain, an FD system is highly prone to the ICL due to the
impact of hardware distortions on the strong SI channel2. This, in particular, calls for a
proper modeling of the ICL effect as a result of non-linear hardware distortions for FD
transceivers. And finally, the channel frequency selectivity shall be opportunistically
exploited to enhance the system performance.

2.1.1 Related works on FD multi-carrier systems

In the early work by Riihonen et al. [134], the performance of a combined analog and
digital SIC scheme is evaluated for an FD orthogonal frequency-division multiplex-
ing (OFDM) transceiver, taking into account the impact of hardware distortions, e.g.,
limited ADC accuracy. The problems of resource allocation and performance analysis
for FD MC communication systems are then addressed in [53,135–140], however, assu-
ming a single-antenna transceiver. Specifically, an FDMC system is studied in [135–137]
in the context of FD relaying, in [53,139] and [138] in the context of FD cellular systems
with non-orthogonal multiple access (NOMA) capability, and in [140] for rate region
analysis of a hybrid HD and FD link. Moreover, an MC relaying system with hybrid DF
and AF operation is studied in [141], with the goal of maximizing the system sum rate
via scheduling and resource allocation. However, in all of the aforementioned designs,
the behavior of the RSI signal is modeled as a purely linear system. As a result, the
impacts of the hardware distortions leading to ICL, as observed in [134], are neglected.

2.1.2 Chapter outline and contributions

The main contributions of this chapter are as follows:
2For instance, a high-power transmission in one of the subcarriers will result in a higher RSI in all of
the sub-channels due to, e.g., a higher quantization and power amplifier noise levels.
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• In the seminal work by Day et al. [32], an FD MIMO transceiver is modeled
considering the impacts of limited dynamic range in Tx and Rx chains, however,
assuming a single-carrier setup with a frequency-flat channel. In this chapter,
the similar experimental results on MIMO OFDM systems [142–144] are utilized,
indicating the Gaussian and statistically independent nature of distortion signals
at different chains and different time samples, and extending the available model
to an FD MC system. As a result, in Section 2.2, the explicit impact of hardware
distortions on RSI and ICL is formulated in relation to the intended Tx and Rx
signals.

• Building on the obtained model, linear transmit and receive strategies are propo-
sed in order to enhance the system performance. In Section 2.3, an alternating
quadratic convex programing (QCP) method, denoted as AltQCP, is proposed
in order to obtain a minimum weighted MSE transceiver design. The known
weighted minimum mean squared-error (WMMSE) method [145] is then utilized
to extend the alternating quadratic convex programming (AltQCP) framework for
maximizing the system sum rate. For both algorithms, a monotonic performance
improvement is observed at each step, leading to a necessary convergence.

• In Section 2.4 the proposed design in Section 2.3 is extended by also taking into
account the impact of CSI error. This is done by updating the system model
proposed in Section 2.2. Moreover, a worst-case minimum mean squared-error
(MMSE) design is proposed as an alternating semi-definite programming (SDP),
denoted as AltSDP. Similar to the previous methods, a monotonic performance
improvement is observed at each step, leading to a necessary convergence.

• FD systems are vulnerable to the CSI error due to, e.g., additional reflections
from a moving object, particularly due to the impact of residual self-interference.
It is hence beneficial to obtain the worst-case CSI error conditions for the purpose
of worst-case performance evaluation. Moreover, other than the usual approach
of optimizing system parameters independently for each frame [35,36,38,39,133],
such knowledge can be used for prevention purposes, e.g., updating the channel
training sequence to prevent destructive CSI error conditions. To facilitate this,
in Section 2.5, a methodology to obtain the least favorable CSI error matrices
is proposed by transforming the resulting non-convex quadratic problem into a
convex problem.

Numerical simulations show that the application of a distortion-aware design is essential,
as transceiver accuracy degrades, and ICL becomes a dominant factor. Part of this
chapter is based on the works which are published or under consideration for publication
in [28,36,37,39,123–127].
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2.2 System Model

A bidirectional OFDM communication between two MIMO FD transceivers is consi-
dered. Each communication direction is associated with Ni transmit and Mi receive
antennas, where i ∈ I, and I := {1, 2} represents the set of the communication di-
rections. The desired channel in the communication direction i and subcarrier k ∈ FK
is denoted as Hk

ii ∈ CMi×Ni where K is the number of subcarriers. The SI channel
from i to j-th communication direction is denoted as Hk

ji ∈ CMj×Ni . All channels are
quasi-static3, and frequency-flat in each subcarrier.

The transmitted signal in the direction i, subcarrier k is formulated as

xki = Vk
i ski︸ ︷︷ ︸

=:vki

+ekt,i,
∑
k∈FK

E
{
‖xki ‖2

2

}
≤ Pi, (2.1)

where ski ∈ Cdi and Vk
i ∈ CNi×di respectively represent the vector of the data symbols

and the transmit precoding matrix, and Pi ∈ R+ imposes the maximum affordable
transmit power constraint. The number of the data streams in each subcarrier and
in direction i is denoted as di, and E{ski ski

H} = Idi . Moreover, vki ∈ CNi represents
the desired signal to be transmitted, where ekt,i models the inaccurate behavior of the
transmit chain elements, i.e, transmit distortion, see Subsection 2.2.1 for more details.

The received signal at the destination can be consequently written as

yki = Hk
iixki + Hk

ijxkj + nki︸ ︷︷ ︸
=:uki

+ekr,i, (2.2)

where nki ∼ CN
(
0Mi

, σ2
i,kIMi

)
is the additive thermal noise. Similar to the transmit

signal model, ekr,i represents the receiver distortion and models the inaccuracies of the
receive chain elements. The known, i.e., distortion-free, part of the SI is then subtracted
from the received signal, employing an SIC scheme. This is formulated as

ỹki : = yki −Hk
ijVk

j skj = Hk
iiVk

i ski + νki , (2.3)

where ỹki is the received signal in direction i and subcarrier k, after SIC. Moreover, the
aggregate interference-plus-noise term is denoted as νki ∈ CMi , where

νki = Hk
ijekt,j + Hk

iiekt,i + ekr,i + nki , j 6= i. (2.4)

Finally, the estimated data vector is obtained at the receiver as

s̃ki =
(
Ui

k
)H

ỹki , (2.5)

where Uk
i ∈ CMi×di is the linear receive filter.

3It indicates that the channel is constant in each communication frame, but may vary from one frame
to another frame.
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2.2.1 Limited dynamic range in an FD OFDM system

In the seminal works in [32, 78] a model for the operation of an FD MIMO system is
proposed, relying on the experimental results and modeling on the impact of hardware
distortions. In this part, we rely on the similar experimental results conducted on a
MIMO OFDM system, see [143] regarding the measurements on receiver chain distorti-
ons and [142,144] for transmit distortions, as well as the recent characterizations of FD
transceivers [134, 146] in order to provide a reasonable abstraction. The results of the
aforementioned experiments led to four major indications:

(a) The collective distortion signal in each chain is approximated by an additive zero-
mean Gaussian term,

(b) The variance of the distortion signal is proportional to the power of the intended
transmit or receive signal,

(c) The distortion signal is statistically independent from the intended transmit or
receive signal at each chain,

(d) The distortion signal is statistically independent for different chains, and at diffe-
rent time samples,

where (a) is substantiated in [142], and (c)-(d) are obtained in [142, Section IV], [143],
see [32, Section II], [78, Section II], [35, 38, 79, 147, 148] for a similar assumption set.
Please note that the accuracy of the above-mentioned assumptions varies for different
implementations of FD transceivers, depending on the complexity and the used SIC
method. In this regard, the statistical independence of distortion elements defined in
(c) and (d) holds also for an advanced implementation of an FD transceiver, assuming
a high signal processing capability4. However, the linear dependence of the remaining
distortion signal variance to the desired signal strength, and the choice of distortion
coefficients may vary for different SIC techniques.

Following the above arguments, the inaccuracy of the transmit chain elements, e.g.,
digital-to-analog converter (DAC) error, power amplifier (PA) and oscillator phase noise,
are jointly modeled for each antenna as an additive distortion, and written as xl(t) =
vl(t) + et,l(t), see Fig. 2.1, such that

et,l(t) ∼ CN
(

0, κlE
{
|vl(t)|2

})
, (2.6)

et,l(t)⊥vl(t), et,l(t)⊥et,l′ (t), et,l(t)⊥et,l(t
′),

l 6= l
′ ∈ LT , t 6= t

′
, (2.7)

where t denotes the instance of time, and vl, xl, and et,l ∈ C are respectively the base-
band time-domain representation of the intended transmit signal, the actual transmit

4This is since any correlation structure in the distortion signal can be exploited and removed in order
to reduce the residual self-interference via advanced signal processing, see [2, Subsection 3.2].
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signal, and the additive transmit distortion at the l-th transmit chain. The set LT
represents the set of all transmit chains. Moreover, κl ∈ R+ represents the distortion
coefficient for the l-th transmit chain, relating the collective power of the distortion
signal, over the active spectrum, to the intended transmit power.

In the receiver side, the combined effects of the inaccurate hardware elements, i.e.,
ADC error, automatic gain control (AGC) and oscillator phase noise, are presented as
additive distortion terms and written as yl(t) = ul(t) + er,l(t) such that

er,l(t) ∼ CN
(

0, βlE
{
|ul(t)|2

})
, (2.8)

er,l(t)⊥ul(t), er,l(t)⊥er,l′ (t), er,l(t)⊥er,l(t
′),

l 6= l
′ ∈ LR, t 6= t

′
, (2.9)

where ul, er,l, and yl ∈ C are respectively the baseband representation of the intended
(distortion-free) received signal, additive receive distortion, and the received signal from
the l-th receive antenna. The set LR represents the set of all receive chains. Similar
to the transmit chain characterization, βl ∈ R+ is the distortion coefficient for the l-
th receive chain, see Fig. 2.1. For each communication block, the frequency domain
representation of the sampled time domain signal is obtained as

xkl = 1√
K

K−1∑
m=0

xl(mTs)e−
j2πmk
K = 1√

K

K−1∑
m=0

vl(mTs)e−
j2πmk
K

︸ ︷︷ ︸
=:vk

l

+ 1√
K

K−1∑
m=0

et,l(mTs)e−
j2πmk
K ,︸ ︷︷ ︸

=:ekt,l
(2.10)

and

ykl = 1√
K

K−1∑
m=0

yl(mTs)e−
j2πmk
K = 1√

K

K−1∑
m=0

ul(mTs)e−
j2πmk
K

︸ ︷︷ ︸
=:uk

l

+ 1√
K

K−1∑
m=0

er,l(mTs)e−
j2πmk
K ,︸ ︷︷ ︸

=:ekr,l
(2.11)

where Ts is the sampling time, and KTs is the OFDM block duration prior to the cyclic
extension, see [149] for a detailed discussion on OFDM technology.

Lemma 2.2.1. The impact of hardware distortions in the frequency domain is charac-
terized as

ekt,l ∼ CN

0, κl
K

∑
m∈FK

E
{
|vml |

2
} , ekt,l⊥vkl , ekt,l⊥et,l′

k, (2.12)

ekr,l ∼ CN

0, βl
K

∑
m∈FK

E
{
|uml |

2
} , ekr,l⊥ukl , ekr,l⊥er,l′

k, (2.13)

transforming the statistical independence, as well as the proportional variance properties
from the time domain.
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Tx chain Rx chain

Figure 2.1: Limited dynamic range is modeled by injecting additive distortion terms at
each transmit or receive chain. et,l and er,l denote the distortion terms, and
nl represent the additive thermal noise.

Proof. See Appendix 7.

The above lemma indicates that the distortion signal variance at each subcarrier, rela-
tes to the total distortion power at the corresponding chain, indicating the impact of
ICL. This can be interpreted as a variance-dependent thermal noise, where the tem-
poral independence of signal samples results in a flat power spectral density over the
active communication bandwidth. In this part we consider a general framework where
the transmit (receive) distortion coefficients are not necessarily identical for all trans-
mit (receive) chains belonging to the same transceiver, i.e., different chains may hold
different accuracy due to occasional damage and aging. This assumption is relevant in
practice since it enables the design algorithms to reduce communication task, e.g., trans-
mit power, on the chains with noisier elements. Following Lemma 2.2.1, the statistics
of the distortion terms, introduced in (2.1), (2.2) can be inferred as

ekt,i ∼ CN

0Ni ,Θtx,i
∑
k∈FK

diag
(
E
{
vki vki

H
}) , (2.14)

ekr,i ∼ CN

0Mi
,Θrx,i

∑
k∈FK

diag
(
E
{
uki uki

H
}) , (2.15)

where Θtx,i ∈ RNi×Ni (Θrx,i ∈ RMi×Mi) is a diagonal matrix including distortion coeffi-
cients κl/K (βl/K) for the corresponding chains5.

Via the application of (2.14)-(2.15) on (2.4), the covariance of the received collective
interference-plus-noise signal is obtained as

Σk
i : ≈ E

{
νki νki

H
}

=
∑
j∈I

Hk
ijΘtx,jdiag

∑
l∈FK

Vl
jVl

j

H

Hk
ij

H

+ Θrx,idiag
( ∑
l∈FK

(
σ2
i,lIMi

+
∑
j∈I

Hl
ijVl

jVl
j

HHl
ij

H

))
+ σ2

i,kIMi
, k ∈ FK , (2.16)

5A simpler mathematical presentation can be obtained by assuming the same transceiver accuracy
over all antennas, similar to [32, 78]. In such a case, the defined diagonal matrices can be replaced
by a scalar.
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where Σk
i ∈ CMi×Mi is obtained considering 0 ≤ βl � 1, 0 ≤ κl � 1, and hence ignoring

the terms containing higher orders of the distortion coefficients in (2.16).

2.2.2 Remarks

• In this section, we have assumed the availability of perfect CSI, and focused
on the impact of non-linear transceiver distortions. This assumption is relevant
for the scenarios with stationary channel, e.g., a backhaul directive link with
zero mobility [150], where an adequately long training sequence can be applied,
see [32, Subsection III.A]. The impact of the CSI inaccuracy is later addressed in
Section 2.4.

• As expected, the role of the distortion signals on the RSI, including the resulting
ICL, is evident from (2.16). It is the main goal of the remaining parts of this
chapter to incorporate and evaluate this impact on the design of the defined MC
system.

2.3 Linear Transceiver Design for Multi-Carrier
Communications

Via the application of Vk
i and Uk

i , as the linear transmit precoder and receive filters,
the MSE matrix of the defined system is calculated as

Ek
i : = E

{(
s̃ki − ski

) (
s̃ki − ski

)H}
=
(
Uk
i

HHk
iiVk

i − Idi
) (

Uk
i

HHk
iiVk

i − Idi
)H

+ Uk
i

HΣk
iUk

i , (2.17)

where Σk
i is given in (2.16). In the following two design strategies are introduced for

the defined system via an alternating QCP framework.

2.3.1 Weighted MSE minimization via Alternating QCP
(AltQCP)

An optimization problem for minimizing the weighted sum MSE is written as

min
V,U

∑
i∈I

∑
k∈FK

tr
(
SkiEk

i

)
(2.18a)

s.t. tr
(

(INi +KΘtx,i)
∑
l∈FK

Vl
iVl

i

H

)
≤ Pi, ∀i ∈ I, (2.18b)
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where X := {Xk
i , ∀i ∈ I, ∀k ∈ FK}, with X ∈ {U,V}, and (2.18b) represents the trans-

mit power constraint. It is worth mentioning that the application of Ski � 0, as a weight
matrix associated with Ek

i is two-folded. Firstly, it may appear as a diagonal matrix,
emphasizing the importance of different data streams and communication directions.
Secondly, it can be applied as an auxiliary variable which later relates the defined weig-
hted MSE minimization to a sum-rate maximization problem, see Subsection 2.3.2.

It is observed that (2.18) is not a jointly convex problem. Nevertheless, it holds a QCP
structure separately over the sets V and U, when other variables are fixed. In this
regard, the objective (2.18a) can be decomposed over U for different communication
directions, and for different subcarriers. The optimal MMSE receive filter can be hence
calculated in closed form as

Uk
i,mmse =

(
Σk
i + Hk

iiVk
iVk

i

HHk
ii

H
)−1

Hk
iiVk

i . (2.19)

Nevertheless, the defined problem is coupled over Vk
i , due to the impact of ICL, as

well as the power constraint (2.18b). The Lagrangian function, corresponding to the
optimization problem (2.18) over V is expressed as

L (V, ι) :=
∑
i∈I

(
ιiPi (V) +

∑
k∈FK

tr
(
SkiEk

i

))
, (2.20)

Pi (V) := −Pi + tr
(

(INi +KΘtx,i)
∑
l∈FK

Vl
iVl

i

H

)
, (2.21)

where ι := {ιi, i ∈ I} is the set of dual variables. The dual function, corresponding to
the above Lagrangian is defined as

F (ι) : = min
V
L (V, ι) , (2.22)

where the optimal Vk
i is obtained as

Vk
i

? =
(
Jki + ιi (INi +KΘtx,i) + Hk

ii

HUk
iSkiUk

i

HHk
ii

)−1
Hk
ii

HUk
iSki , (2.23)

and

Jki : =
∑
l∈FK

∑
j∈I

(
Hk
ji

Hdiag
(
Ul
jSljUl

j

HΘrx,j
)

Hk
ji + diag

(
Hl
ji

HUl
jSljUl

j

HHl
jiΘtx,i

))
.

(2.24)

Due to the convexity of the original problem (2.18) over V, the defined dual problem is
a concave function over ι, with Pi(V) as a subgradient, see [151, Eq. (6.1)]. As a result,
the optimal ι is obtained from the maximization

ι? = argmax
ι≥0

F (ι) , (2.25)
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following a standard subgradient update [151, Subsection 6.3.1].
Utilizing the proposed optimization framework, the alternating optimization over V
and U is continued until a stable point is obtained. Note that due to the monotonically
non-increasing nature of the objective in each step, and the fact that (2.18a) is non-
negative and hence bounded from below, the defined procedure converges necessarily.
Algorithm 1 defines the necessary optimization steps.

Algorithm 1 Alternating QCP (AltQCP) for weighted MSE minimization
1: `← 0; (set iteration number to zero);
2: V← right singular matrix initialization, see [152, Appendix A];
3: U← solve (2.19);
4: repeat
5: `← `+ 1;
6: V← solve (2.23) or QCP (2.18), with fixed U;
7: U← solve (2.19) or QCP (2.18) with fixed V;
8: until a stable point, or maximum number of ` reached
9: return {U,V} ;

2.3.2 Weighted MMSE (WMMSE) design for sum rate
maximization

Via the utilization of Vk
i as the transmit precoders, the resulting communication rate

for the k-th subcarrier and for the i-th communication direction is written as

Iki = log2

∣∣∣∣Idi + Vk
i

HHk
ii

H
(
Σk
i

)−1
Hk
iiVk

i

∣∣∣∣ , (2.26)

where Σk
i is defined in (2.16). The sum rate maximization problem can be hence

presented as

max
V

∑
i∈I

∑
k∈FK

Iki , s.t. (2.18b). (2.27)

The optimization problem (2.27) is intractable in the current form. In the following an
iterative optimization solution is proposed following the WMMSE method [145].
Via the application of the MMSE receive linear filters from (2.19), the resulting MSE
matrix is obtained as

Ek
i,mmse =

(
Idi + Vk

i

HHk
ii

H
(
Σk
i

)−1
Hk
iiVk

i

)−1
. (2.28)

By recalling (2.26), and upon utilization of Uk
i,mmse, the following useful connection to

the rate function is observed

Iki = −log2

∣∣∣Ek
i,mmse

∣∣∣ , (2.29)

which facilitates the decomposition of rate function via the following lemma, see also
[145, Eq. (9)].
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Lemma 2.3.1. Let E ∈ Cd×d be a positive definite matrix. The maximization of the
term −log |E| is equivalent to the maximization

max
E,S
− tr (SE) + log |S|+ d, (2.30)

where S ∈ Cd×d is a positive definite matrix, and we have

S = E−1, (2.31)

at the optimality.

Proof. See [153, Lemma 2].

By recalling (2.29), and utilizing Lemma 2.3.1, the original optimization problem over
V can be equivalently formulated as

max
V,U,S

∑
k∈FK

∑
i∈I

(
log

∣∣∣Ski ∣∣∣+ di − tr
(
SkiEk

i

))
s.t. (2.18b), (2.32)

where S := {Ski � 0, ∀i ∈ I, ∀k ∈ FK}. The obtained optimization problem (2.32) is
not a jointly convex problem. Nevertheless, it is a QCP over V when other variables are
fixed, and can be obtained with a similar structure as for (2.18). Moreover, the optimi-
zation over U and S is respectively obtained from (2.19), and (2.31) as Ski =

(
Ek
i

)−1
.

This facilitates an alternating optimization where in each step the corresponding pro-
blem is solved to optimality, see Algorithm 2. The defined alternating optimization
steps result in a necessary convergence in the value of the objective. This is due to the
monotonically non-decreasing nature of the objective in each step, and the fact that the
eventual system sum rate is bounded from above.

Algorithm 2 AltQCP-WMMSE design for sum rate maximization
Algorithm 1, Steps 1-2 (initialization);
repeat

Algorithm 1, Steps 5-7;
S← Ski =

(
Ek
i

)−1
;

until a stable point, or maximum number of ` reached
return {V} ;

2.4 Robust Design with Imperfect CSI

In many realistic scenarios the CSI matrices can not be estimated or communicated
accurately due to the limited channel coherence time as a result of, e.g., reflections from
a moving object, or due to dedicating limited resource on the training and feedback
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process. This issue becomes more significant in an FD system, due to the strong SI
channel which calls for dedicated silent times for tuning and training process, see [32,
Subsection III.A]. In particular, the impact of CSI error on the defined MC FD system
is threefold. Firstly, similar to the usual HD scenarios, it results in the erroneous
equalization in the receiver, as the communication channels are not accurately known.
Secondly, it results in an inaccurate estimation of the received signal from the self-
interference path, and thereby degrades the SIC quality. Finally, due to the CSI error,
the impact of the distortion signals may not be accurately known, as the statistics of the
distortion signals directly depend on the channel situation. In this part we extend the
proposed designs in Section 2.3 such that the aforementioned uncertainties, resulting
from CSI error, are also taken into account.

2.4.1 Norm-bounded CSI error

In this part we update the defined system model in Section 2.2 to the scenario where
the CSI is known erroneously. In this respect we follow the so-called deterministic
model [154], where the error matrices are not known but located, with a sufficiently
high probability, within a known feasible error region. This is expressed as

Hk
ij = H̃k

ij + ∆k
ij, ∆k

ij ∈ Dk
ij, i, j ∈ I, (2.33)

and

Dk
ij :=

{
∆k

ij

∣∣∣ ‖Dk
ij∆k

ij‖F ≤ ζkij
}
, ∀i, j ∈ I, k ∈ FK , (2.34)

where H̃k
ij is the estimated channel matrix and ∆k

ij represents the channel estimation
error. Moreover, Dk

ij � 0 and ζkij ≥ 0 jointly define a feasible ellipsoid region for ∆k
ij

which generally depends on the noise and interference statistics, and the used channel
estimation method. For further elaboration on the used error model see [154] and the
references therein.
The aggregate interference-plus-noise signal at the receiver is hence updated as

νki = Hk
ijekt,j + Hk

iiekt,i + ekr,i + ∆k
ijVk

j skj + nki , j 6= i ∈ I, (2.35)

where Σk
i , representing the covariance of νki , is expressed as

Σk
i = ∆k

ijVk
jVk

j
H∆k

ij
H +

∑
j∈I

Hk
ijΘtx,jdiag

∑
l∈FK

Vl
jVl

j
H

Hk
ij
H

+ Θrx,idiag
( ∑
l∈FK

(
σ2
i,lIMi +

∑
j∈I

Hl
ijVl

jVl
j
HHl

ij
H
))

+ σ2
i,kIMi . (2.36)
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2.4.2 Alternating SDP (AltSDP) for worst-case MSE
minimization

An optimization problem for minimizing the worst-case MSE under the defined norm-
bounded CSI error is written as

min
V,U

max
C

∑
i∈I

∑
k∈FK

tr
(
SkiEk

i

)
,

s.t. (2.18b), ∆k
ij ∈ Dk

ij, ∀i, j ∈ I, k ∈ FK , (2.37)

where C := {∆k
ij, ∀i, j ∈ I, ∀k ∈ FK}, and Ek

i is obtained from (2.17) and (2.36).
Note that the above problem is intractable due to the inner maximization of quadratic
convex objective over C, which also invalidates the observed convex QCP structure in
(2.18). In order to formulate the objective into a tractable form, we calculate

∑
k∈FK

tr
(
SkiEk

i

)

=
∑
k∈FK

(∥∥∥Wk
i
H
(
Uk
i
HHk

iiVk
i − Idi

)∥∥∥2

F

+
∥∥∥Wk

i
HUk

i
H∆k

i3−iVk
3−i

∥∥∥2

F
+ σ2

i,k

∥∥∥Wk
i
HUk

i
H
∥∥∥2

F

+
∑
j∈I

∑
l∈FNj

∑
m∈FK

∥∥∥Wk
i
HUk

i
HHk

ij (Θtx,j)
1
2 ΓlNjV

m
j

∥∥∥2

F

+
∑
j∈I

∑
l∈FMi

∑
m∈FK

∥∥∥Wk
i
HUk

i
H (Θrx,i)

1
2 ΓlMi

Hm
ijVm

j

∥∥∥2

F

+

∥∥∥∥∥∥∥Wk
i
HUk

i
H

Θrx,i
∑
q∈FK

σ2
i,q

 1
2
∥∥∥∥∥∥∥

2

F

)
(2.38)

=
∑
j∈I

∑
k∈FK

∥∥∥ckij + Ck
ijvec

(
∆k
ij

) ∥∥∥2

2
, (2.39)

where Γl
M is an M ×M zero matrix except for the l-th diagonal element equal to 1. In

the above expressions Wk
i =

(
Ski
) 1

2 , and

ckij :=



δijvec
(
Wk

i
H
(
Uk
i
HH̃k

ijVk
j − Idjδij

))⌊
vec

(
Wk

i
HUk

i
HH̃ij (Θtx,j)

1
2 ΓlNjV

m
j

)⌋
l∈FNj ,m∈FK⌊

vec
(
Wm

i
HUm

i
H (Θrx,i)

1
2 ΓlMi

H̃k
ijVk

j

)⌋
l∈FMi ,m∈FK

δijvec
(

Wk
i
HUk

i
H
(
σ2
i,kIMi + Θrx,i

∑
m∈FK σ

2
i,m

) 1
2
)


, (2.40)
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Ck
ij :=



Vk
j
T ⊗

(
Wk

i
HUk

i
H
)⌊(

(Θtx,j)
1
2 ΓlNjV

m
j

)T
⊗
(
Wk

i
HUk

i
H
)⌋

l∈FNj ,m∈FK⌊
Vk
j
T ⊗

(
Wm

i
HUm

i
H (Θrx,i)

1
2 ΓlMi

)⌋
l∈FMi ,m∈FK

0Midi×MiNi


, (2.41)

where δij is the Kronecker delta where δij = 1 for i = j and zero otherwise. Moreover,
we have ckij ∈ Cd̃ij×1, and Ck

ij ∈ Cd̃ij×MiNj such that

d̃ij := didj (1 +K (Nj +Mi)) + diMi. (2.42)

Please note that (2.38) is obtained by recalling (2.17) and (2.36) and the known matrix
equality [155, Eq. (516)], and (2.40)-(2.41) are calculated via the application of [155,
Eq. (496), (497)].

By applying the Schur’s complement lemma on the epigraph form of the quadratic norm
(2.39), i.e.,

∥∥∥ckij + Ck
ijvec

(
∆k

ij

) ∥∥∥2

2
≤ τ kij, the optimization problem (2.37) is equivalently

written as

min
V,U,T

max
C

∑
i∈I

∑
k∈FK

τ kij, s.t. (2.18b), ‖bkij‖F ≤ ζkij, (2.43a)
[

0 bkijHD̃k
ij
HCk

ij
H

Ck
ijD̃k

ijbkij 0d̃ij×d̃ij

]
+
[
τ kij ckijH
ckij Id̃ij

]
� 0, (2.43b)

where T := {τ kij, ∀i, j ∈ I, ∀k ∈ FK} and

D̃k
ij := INj ⊗

(
Dk
ij

)−1
, (2.44)

∆̃k
ij := Dk

ij∆k
ij, bkij := vec

(
∆̃k

ij

)
, (2.45)

are defined for notational simplicity. The problem (2.43) is still intractable due to the
inner maximization. The following lemma can be used to convert this structure into a
tractable form.
Lemma 2.4.1. Generalized Petersen’s sign-definiteness lemma: Let Y = YH , and
X,P,Q are arbitrary matrices with complex valued elements. Then we have

Y � PHXQ + QHXHP, ∀X : ‖X‖F ≤ ζ, (2.46)

if and only if

∃λ ≥ 0,
[

Y − λQHQ −ζPH

−ζP λI

]
� 0. (2.47)

Proof. See [156, Proposition 2], [157].
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By choosing the matrices in Lemma 2.4.1 such that X = bkij, Q =
[
−1, 01×d̃ij

]
and

Y =
[
τ kij ckijH
ckij Id̃ij

]
,P =

[
0MiNj×1, D̃k

ij
HCk

ij
H
]
,

the optimization problem in (2.43) is equivalently written as

min
V,U,T,M

∑
i,j∈I

∑
k∈FK

τ kij (2.48a)

s.t. Fk
i,j � 0, Gi � 0, ∀i, j ∈ I, k ∈ FK , (2.48b)

where M := {λkij, ∀i, j ∈ I, k ∈ FK}, and

Gi : =
[
Pi ṽHi
ṽi I

]
, ṽi :=

⌊
vec

(
(I +KΘtx,i)

1
2 Vk

i

)⌋
k∈FK

,

Fk
i,j : =

 τ kij − λkij ckijH 01×MiNj

ckij Id̃ij −ζkijCij
kD̃k

ij

0MiNj×1 −ζkijD̃k
ij
HCk

ij
H λkijIMiNj

 .
Similar to (2.32), the obtained problem in (2.48) is not a jointly, but a separately convex
problem over V and U when the other variables are fixed. In particular, the optimization
over V,T,M is cast as an SDP, assuming a fixed U. Afterwards, the optimization over
U,T,M is solved as an SDP, assuming a fixed V. The described alternating steps are
continued until a stable point is achieved6, see Algorithm 3 for the detailed procedure.

Algorithm 3 Alternating SDP (AltSDP) for worst-case MMSE design under CSI error.
1: `← 0; (set iteration number to zero);
2: V,U← similar initialization as Algorithm 1;
3: repeat
4: `← `+ 1;
5: V,T,M← solve SDP (2.48), with fixed U;
6: U,T,M← solve SDP (2.48), with fixed V;
7: until a stable point, or maximum number of ` reached
8: return {U,V} ;

6Due to the monotonically non-increasing nature of the objective at each optimization step, and
the fact that the objective value is bounded from below, the proposed iterative updates converge
eventually. Please note that the convergence is obtained in the sense that the objective reaches
a stable value with an arbitrarily small tolerance margin. Although the resulting optimization
variables do not converge necessarily, the potentially different solutions are equally favorable, i.e.,
they are all feasible and result in the same objective value.
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2.4.3 WMMSE for sum rate maximization

Under the impact of CSI error, the worst-case rate maximization problem is written as

max
V

min
C

∑
i∈I

∑
k∈FK

Iki (2.49a)

s.t. (2.18b), ∆k
ij ∈ Dk

ij, ∀i, j ∈ I, k ∈ FK . (2.49b)

Via the application of Lemma 2.3.1, and (2.29) the rate maximization problem is equi-
valently written as

max
V

min
C

max
U,W

∑
i∈I

∑
k∈FK

(
log

∣∣∣Wk
iWk

i

H
∣∣∣+ di − tr

(
Wk

i

HEk
iWk

i

))
(2.50a)

s.t. (2.49b), (2.50b)

where W := {Wk
i , ∀i ∈ I, ∀k ∈ FK}. The above problem is not tractable in the current

form due to the inner min-max structure. Following the max-min exchange introduced
in [153, Section III], and undertaking similar steps as in (2.39)-(2.48a) the problem
(2.50) is turned into

max
V,U,W,T,M

∑
i∈I

∑
k∈FK

(
2log

∣∣∣Wk
i

∣∣∣+ di −
∑
j∈I

τ kij

)
(2.51a)

s.t. Fk
i,j � 0, Gi � 0, ∀i, j ∈ I, k ∈ FK , (2.51b)

where Fk
i,j and Gi are defined in (2.48). It is observable that the transformed problem

holds a separately, but not a jointly, convex structure over the optimization variable
sets. In particular, the optimization over V,T,M and U,T,M are cast as SDP in
each case when other variables are fixed. Moreover, the optimization over W can be
efficiently implemented using the MAX-DET algorithm [158], see Algorithm 4. Similar
to Algorithm 3, due to the monotonically non-decreasing nature of the objective in each
optimization iteration the algorithm convergences. See [153, Section III] for arguments
regarding convergence and optimization steps for a problem with a similar variable
separation.

Algorithm 4 AltSDP-WMMSE algorithm for worst-case rate maximization under CSI error
1: Algorithm 1, Steps 1-3 (initialization);
2: repeat
3: W,T,M← solve MAX-DET (2.48), with fixed V,U;
4: Algorithm 3, Steps 4-6;
5: until a stable point, or maximum number of ` reached
6: return {U,V} ;
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2.5 Discussions

In this section useful insights are provided regarding the proposed designs in Section 2.3
and 2.4, from the aspects of the required computational complexity, as well as the worst-
case CSI error matrices.

2.5.1 Worst case CSI error

It is beneficial to obtain the least favorable CSI error matrices, as they provide guidelines
for the future channel estimation strategies. For instance, this helps us to choose a
channel training sequence that reduces the radius of the CSI error feasible regions
in the most destructive directions. Moreover, such knowledge is a necessary step for
cutting-set-based methods [159] which aim to reduce the design complexity by iteratively
identifying the most destructive error matrices and explicitly incorporating them into
the future design steps. In the current setup, the worst-case channel error matrices
are identified by maximizing the weighted MSE objective in (2.37) within their defined
feasible region. This is expressed as

max
C

∑
i∈I

∑
k∈FK

tr
(
Wk

i
HEk

iWk
i

)
, (2.52a)

s.t.
∥∥∥Dk

ij∆k
ij

∥∥∥
F
≤ ζkij, ∀i, j ∈ I, k ∈ FK . (2.52b)

Due to the uncoupled nature of the error feasible set, and the value of the objective
function over ∆k

ij, following (2.39), the above problem is decomposed as

min
bkij

−
∥∥∥Ck

ijD̃k
ijbkij

∥∥∥2

2
− 2Re

{
bkijHD̃k

ij
HCk

ij
Hckij

}
− ckijHckij (2.53a)

s.t. bkijHbkij ≤ ζkij
2, (2.53b)

where Re{·} represents the real part of a complex value. Note that the objective in
(2.53a) is a non-convex function and can not be minimized using the usual numerical
solvers in the current form. Following the zero duality gap results for the non-convex
quadratic problems [160], we focus on the dual function of (2.53). The corresponding
Lagrangian function to (2.53) is constructed as

L
(
bkij, ρkij

)
= bkijHAk

ijbkij − 2Re
{
bkijHD̃k

ij
HCk

ij
Hckij

}
− ckijHckij − ρkijζkij2, (2.54)

where ρkij is the dual variable and

Ak
ij := ρkijINjMi

− D̃k
ij
HCk

ij
HCij

kD̃k
ij. (2.55)

Consequently, the value of the dual function is obtained as

g
(
ρkij
)

= −ckijHCk
ijD̃k

ij

(
Ak
ij

)−1
D̃k
ij
HCk

ij
Hckij − ckijHckij − ρkijζkij2,
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if Ak
ij � 0, and D̃k

ij
HCk

ij
Hckij ∈ R{Ak

ij}, and otherwise is unbounded from below7.
By applying the Schur’s complement lemma, the maximization of the dual function is
written using the epigraph form as

max
ρkij≥0, φkij

− φkij (2.56a)

s.t.
[
φkij − ckijHckij − ρkijζkij2 ckijHCk

ijD̃k
ij

D̃k
ij
HCk

ij
Hckij Ak

ij

]
� 0, (2.56b)

where φkij ∈ R is an auxiliary variable8. By plugging the obtained dual variable ρkij into
(2.54), and considering the fact that −D̃k

ij
HCk

ij
HCk

ijD̃k
ij + ρkij

?INjMi
� 0 as a result of

(2.56), the optimal value of bkij is obtained from (2.54) as

bkij? =
(
−D̃k

ij
HCk

ij
HCk

ijD̃k
ij + ρkij

?INjMi

)−1
D̃k
ij
HCk

ij
Hckij,

where (·)? represents the optimality and the worst case ∆k
ij is consequently calculated

via vec(∆k
ij) = D̃k

ijbkij?.

2.5.2 Computational complexity

The proposed designs in Section 2.3 and 2.4 are based on the alternating design of the
optimization variables. Furthermore, it is observed that the consideration of non-linear
hardware distortions, leading to ICL, as well as the impact of CSI error, result in a higher
problem dimension and thereby complicate the structure of the resulting optimization.
In this part, we analyze the arithmetic complexity associated with the Algorithm 2.4.
Note that Algorithm 2.4 is considered as a general framework, containing Algorithm 2.3
as a special case, since it takes into account the impacts of hardware distortion jointly
with CSI error.

The optimization over V,U are separately cast as SDP. A general SDP problem is
defined as

min
z

pTz, s.t. z ∈ Rn, Y0 +
n∑
i=1

ziYi � 0, ‖z‖2 ≤ q,

where the fixed matrices Yi are symmetric block-diagonal, with M diagonal blocks of
the sizes lm × lm, m ∈ FM , and define the specific problem structure, see [161, Sub-
section 4.6.3]. The arithmetic complexity of obtaining an ε-solution to the defined pro-
blem, i.e., the convergence to the ε-distance vicinity of the optimum is upper-bounded

7If one of the aforementioned conditions is not satisfied, an infinitely large value of bij can be chosen
in the negative direction of Aij , if Ak

ij is not positive semi-definite, or in the direction D̃k
ij

HCk
ij

Hck
ij

within the null-space of Ak
ij .

8Note that the semi-definite presentation in (2.56b) automatically satisfies Ak
ij � 0, and

D̃k
ij

HCk
ij

Hck
ij ∈ R{Ak

ij}.
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by

O(1)
(

1 +
M∑
m=1

lm

) 1
2
(
n3 + n2

M∑
m=1

l2m + n
M∑
m=1

l3m

)
digit (ε) ,

where digit(ε) is obtained from [161, Subsection 4.1.2] and affected by the required
solution precision. The required computation of each step is hence determined by size
of the variable space and the corresponding block diagonal matrix structure, which is
obtained in the following:

Optimization over V,T,M

The size of the variable space is given as n = 2K (4 +∑
i∈I diNi). Moreover, the block

sizes are calculated as lm = 2 + 2KdiNi, ∀i ∈ I, corresponding to the semi-definite
constraint on Gi, and as lm = 2 + 2d̃ij + 2MiNj, ∀i, j ∈ I, k ∈ FK , corresponding to
the semidefinite constraint on Fk

i,j from (2.48). The overall number of the blocks is
calculated as M = 2 + 4K.

Optimization over U,T,M

The size of the variable space is given as n = 2K (4 +∑
i∈I diMi). The block sizes are

calculated as lm = 2+2d̃ij+2MiNj, ∀i, j ∈ I, k ∈ FK , corresponding to the semidefinite
constraint on Fk

i,j from (2.48). The overall number of the blocks is calculated as M =
4K.

Remarks

The above analysis intends to show how the bounds on computational complexity are
related to different dimensions in the problem structure. Nevertheless, the actual com-
putational load may vary in practice due to the structure simplifications and depen-
ding on the used numerical solver. Furthermore, the overall algorithm complexity also
depends on the number of optimization iterations required for convergence. See Sub-
section 2.6.1 for a study on the convergence behavior, as well as a numerical evaluation
of the algorithm computational complexity.

2.6 Simulation Results

In this section we evaluate the behavior of the studied FD MC system via numerical
simulations9. In particular, we evaluate the proposed designs in Sections 2.3 and 2.4

9I would like to thank my colleague M.Sc. Vimal Radhakrishnan for his help in running the numerical
simulations regarding the Algorithms 1-4.
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Figure 2.2: Average convergence behavior for AltQCP and AltSDP algorithms. AltQCP
converges with fewer steps, and leads to a smaller optimality gap compared
to AltSDP. Both algorithms converge in 10-30 iterations.

for various system situations and under the impact of transceiver inaccuracy and CSI
error. Communication channels Hk

ii follow an uncorrelated Rayleigh flat fading model
with variance ρ. For the SI channel we follow the characterization reported in [146]. In
this respect, we have Hij ∼ CN

(√
ρsiKR
1+KRH0,

ρsi
1+KR IMi

⊗ INj
)
where ρsi represents the SI

channel strength, H0 is a deterministic term,10 and KR is the Rician coefficient. For
each channel realization, the resulting performance is evaluated by employing different
design strategies and for various system parameters. The overall system performance
is then averaged over 100 channel realizations. Unless otherwise is stated, the following
values are used to define the default setup: K = 4, KR = 10, M := Mi = Nj = 2,
ρ = −20 dB, ρsi = 1, σ2

n := σ2
i,k = −30 dB, Pmax := Pi = 1, di = 1, κ = −30 dB where

Θrx,i = κIMi
and Θtx,i = κINi , and ζkij = −15 dB, ∀i, j ∈ I, k ∈ FK .

2.6.1 Algorithm analysis

Due to the alternating structure, the convergence behavior of the proposed algorithms
is of interest, both as a verification for algorithm operation as well as an indication
of the algorithm efficiency in terms of the required computational effort. In this part,
the performance of AltQCP and AltSDP algorithms are studied in terms of the average
convergence behavior and computational complexity. Moreover, the impact of the choice
10For simplicity, we choose H0 as a matrix of all-1 elements.
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Figure 2.3: Comparison of the algorithm computational complexities, in terms of the
required CT, for different system dimensions, i.e., different K and M .

of the algorithm initialization is evaluated.
In Fig. 2.2 the average convergence behavior is depicted for different values of κ [dB]. In
particular, "Min" and "Avg" curves respectively represent the minimum and the average
value of the algorithm objective at the corresponding optimization step over the choice
of 20 random initializations. Moreover, "RSM" represents the right-singular matrix
initialization proposed in [152, Appendix A]. It is observed that the algorithms converge,
within 10 − 30 optimization iterations. Although the global optimality of the final
solution can not be verified due to the possibility of local solutions, the numerical
experiments suggest that the applied RSM initialization shows a better convergence
behavior compared to a random initialization. Moreover, it is observed that a higher
transceiver inaccuracy results in a slower convergence and a gap with optimality. This
is expected, as larger κ leads to a more complex problem structure. Note that the
algorithm AltQCP shows a smaller value of objective compared to that of AltSDP for
any value of κ, since the impact of CSI error is not considered in the algorithm objective.

In addition to the algorithm convergence behavior, the required computational com-
plexity is affected by the problem dimension, and the required per-iteration complexity,
see Subsection 2.5.2. In Fig. 2.3, the required computation time (CT) is depicted for
different number of antennas, as well as different number of subcarriers11. It is observed
that the AltSDP results in a significantly higher CT compared to AltQCP. This is ex-
pected as the consideration of CSI error in AltSDP results in a larger problem dimension
and hence higher complexity. Moreover, the obtained closed-form solution expressions
in AltQCP result in a more efficient implementation. Nevertheless, the required CT for
AltQCP is still higher than the threshold-based low-complexity approaches, see Sub-
11The reported CT is obtained using an Intel Core i5 − 3320M processor with the clock rate of 2.6

GHz and 8 GB of random access memory (RAM). As software platform, MATLAB 2013a is used,
on a 64-bit operating system.
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section 2.6.2, due to the expanded problem dimension associated with the impact of
RSI and ICL.

2.6.2 Performance comparison

In this part we evaluate the performance of the proposed AltSDP and AltQCP algo-
rithms in terms of the resulting worst-case MSE, see Subsection 2.5.1, under various
system conditions.

Comparison benchmarks

In order to facilitate a meaningful comparison, we consider popular approaches for the
design of FD single-carrier bidirectional systems, or the available designs for other MC
systems with simplified assumptions, see Subsection 2.1.1. The following approaches
are hence implemented as the evaluation framework:

• AltSDP: The AltSDP algorithm proposed in Section 2.4. The impact of the har-
dware distortions leading to ICL, as well as CSI error are taken into account.

• AltQCP: The AltQCP algorithm proposed in Section 2.3. The algorithm operates
on the simplified assumption that the CSI error does not exist, i.e., ζ = 0, and
hence focuses on the impact of hardware distortions.

• HD: The AltSDP algorithm is used on an equivalent HD setup, where the com-
munication directions are separated via a time division duplexing (TDD) scheme.

• κ = 0: The impact of CSI error is taken into account similar to, e.g., [126, 141].
Nevertheless the impact of hardware distortion, leading to ICL, is ignored.

• SC : The optimal single carrier design applied to the defined MC system, following
a similar approach as in [32,35]. The impact of CSI error and hardware distortions
are taken into account.

Other than the approaches that directly deal with the impact of RSI, e.g., [32, 35], a
low complexity design framework is proposed in [27,28], by introducing an interference
power threshold, denoted as Pth. In this approach, it is assumed that the SI signal can
be perfectly subtracted, given that the SI power is kept below Pth.

• Pth−{∞,High,Low}: representing a design by respectively choosing Pth =∞, Pi,
Pi/10, representing a system with perfect, high, and low dynamic range conditions.
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Visualization

In Figs. 2.4 (a)-(e) the average performance of the defined benchmark algorithms in
terms of the worst case (WC) MSE are depicted. The average sum rate behavior of the
system is depicted in Fig. 2.5 (a)-(c).

In Fig. 2.4 (a) the impact of transceiver inaccuracy is depicted on the resulting WC-
MSE. It is observed that the estimation accuracy is degraded as κ increases. For the
low-complexity algorithms, where the impact of hardware distortion is not considered,
the resulting MSE goes to infinity as κ increases. Nevertheless, the resulting MSE rea-
ches a saturation point for the distortion-aware algorithms, i.e., AltSDP and AltQCP.
This is since, the decoder matrices are set to zero for the data streams affected with
a large distortion intensity, which limits the resulting MSE to the magnitude of the
data symbols. Moreover, the AltSDP method outperforms the other performance ben-
chmarks for all values of κ. It is worth mentioning that the significant gain of an FD
system with low κ over the HD counterpart disappears for larger levels of hardware
distortion where AltSDP and HD result in a close performance.

In Fig. 2.4 (b) the impact of the CSI error is depicted. It is observed that the estima-
tion MSE increases for a larger value of ζ. For the low-complexity algorithms where the
impact of CSI error is not considered, the resulting MSE goes to infinity, as ζ increa-
ses. Nevertheless, the performance of the AltSDP method saturates by choosing zero
decoder matrices, following a similar concept as for Fig. 2.4 (a). It is observed that the
performance of the AltSDP and AltQCP methods deviate as ζ increases, however, they
obtain a similar performance for a small ζ. Similar to Fig. 2.4 (a), a significant gain is
observed in comparison to the HD and SC cases for a system with accurate CSI.

In Fig. 2.4 (c) the impact of the thermal noise variance is depicted. It is observed that
the resulting performance degrades for the distortion-aware algorithms, as the noise
variance increases. Nevertheless, we observe a significant performance degradation for
the threshold-based algorithms, particularly Pth − Low, in the low noise regime. This
is since the imposed interference power threshold tends to reduce the transmit power,
which results in a larger decoder matrices in a low-noise regime. This, in turn, results
in an increased impact of distortion. Nevertheless, as the noise variance increases, the
algorithm chooses decoding matrices with a smaller norm in order to reduce the impact
of noise. This also reduces the impact of hardware distortions. Similar to Fig. 2.4 (a),
the proposed AltSDP method outperforms the other comparison benchmarks. It is
observed that the performance degradation caused by ignoring the CSI error in AltQCP,
or by applying a simplified single carrier design, is significant particularly for a system
with a small noise variance.

In Fig. 2.4 (d) the impact of the number of antennas is observed. As expected, a higher
number of antennas results in an increased performance for all of the performance
benchmarks. In particular, a higher number of antennas enables the system to better
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overcome the CSI error, for a fixed ζ, and also to direct the transmit power in the
desired channel and not in the self-interference path.

In Fig. 2.4 (e) the impact of the number of subcarriers is observed on the resulting
MSE. It is observed that a higher number of subcarriers result in a higher error for
all benchmark methods. This is expected as a higher number of subcarriers enables
a higher number of communication streams, resulting in a lower available per-stream
power. The performance of the SC design reaches optimality of a single carrier system,
as expected. Nevertheless the performance of the SC scheme deviates from optimality as
K increases, and results in the highest MSE in comparison to the evaluated benchmarks
for K ≥ 5. This is expected, as higher independent subcarriers represent a channel with
a higher frequency selectivity which calls for a specialized MC design.

In Fig. 2.5 the average sum rate behavior of the system depicted under the impact of
noise and transceiver distortion. In Fig. 2.5-(a), the impact of hardware inaccuracy is
depicted. It is observed that a higher κ results in a smaller sum rate. Moreover, the
obtained gains via the application of the defined MC design in comparison to the designs
with frequency-flat assumption, and via the application of FD setup in comparison to
HD setup, are evident for a system with accurate hardware conditions. Conversely, it
is observed that a design with consideration of hardware impairments is essential as κ
increases. In Figs. 2.5-(b) and (c), the opposite impacts of noise level, and the maximum
transmit power are observed on the system sum rate. It is observed that the system sum
rate increases as noise level decreases, or as the maximum transmit power increases. In
both cases, the gain of AltQCP method, in comparison to the methods which ignore
the impact of hardware distortions are observed for a high SNR conditions, i.e., for a
system with a high transmit power or a low noise level.

2.7 Conclusion

The application of bidirectional FD communication presents a potential for improving
the spectral efficiency. Nevertheless, such systems are limited by the impact of residual
self-interference. This issue becomes more crucial in a multi-carrier system, where the
residual self-interference spreads over multiple carriers due to the impact of hardware
distortion. In this chapter, a modeling and design framework for an FD MIMO OFDM
system is presented, taking into account the impact of hardware distortions leading to
inter-carrier leakage, as well as the impact of CSI error.

It is observed that the application of a distortion-aware design is essential as transceiver
accuracy degrades and inter-carrier leakage becomes a dominant factor. Moreover, a
significant gain is observed compared to the usual single-carrier approaches for a channel
with frequency selectivity. However, the aforementioned improvements are obtained at
the expense of a higher design computational complexity.
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Figure 2.4: WC MSE vs. different system parameters.
37



2 | Full-Duplex Bidirectional MIMO OFDM Communications

−60 −50 −40 −30 −20 −10 0 10
0

2

4

6

8

10

12

κ [dB]

S
u
m

ra
te

 

 
AltQCP
HD
κ = 0
SC
Pth −High
Pth − Low

FD−HD gain

MC−SC gain

Robustness gain

(a) Sum rate vs. hardware inaccuracy (κ)

−60 −50 −40 −30 −20 −10 0
0

5

10

15

20

25

30

35

40

σ2
n [dB]

S
u
m

ra
te

 

 
AltQCP
HD
κ = 0
SC
Pth −High
Pth − Low

FD−HD gain

MC−SC gain

(b) Sum rate vs. noise variance (σ2
n)

−10 −5 0 5 10 15 20 25 30 35 40
0

5

10

15

20

25

30

35

40

Pmax [dB]

S
u
m

ra
te

 

 
AltQCP
HD
κ = 0
SC
Pth −High
Pth − Low

MC−SC gainFD−HD gain

(c) Sum rate vs. maximum transmit power (Pmax)

Figure 2.5: Average sum rate for different system conditions. The gain of a distortion-
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n := σ2
i,k = −30 dB, Pmax := Pi =

1, ζ = 0.
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3 Linear Transceiver Optimization
for Full-Duplex Relaying under
Hardware Impairments

3.1 Overview

An FD relay is capable of receiving the signal from the source, while simultaneously
communicating to the destination. This capability, not only reduces the required time
slots for an end-to-end communication, but also reduces the end-to-end latency com-
pared to the known TDD-based HD relays. In the early work by Riihonen. et. al. [58]
the relay operation with a generic processing protocol is modeled and many insights
have been provided regarding the multiple-antenna strategies for reducing the impact
of SI. The design methodologies and performance evaluation for FD relays with DF
operation have been then studied in [78–82], where the effects of hardware impairments
as well as channel estimation errors in digital domain are taken into account. For the
FD relaying systems with AF operation, single antenna relaying scenarios are studied
in [59–64]. The AF relays are interesting due to their implementation simplicity and
acceptable performance. In the aforementioned works, the effect of the CSI error has
been incorporated in [61], where the impact of non-linear hardware distortions have
been addressed in [59,60].

While the aforementioned literature introduces the importance of an accurate transcei-
ver modeling with respect to the effects of hardware impairments for an AF-FD relay,
such works have not been extended for the relays with multiple antennas. This stems
from the fact that in an AF-FD relay, the inter-dependent behavior of the transmit
power from the relay and the RSI intensity results in a distortion loop effect, see Sub-
section 3.2.4. This results in a rather complicated mathematical description when relay
is equipped with multiple antennas. As a result, related studies resort to simplified mo-
dels to reduce the consequent design complexity. In [65–73] a multiple-antenna AF-FD
relay system is studied where a perfect SIC is assumed; via estimating and subtracting
the interference in the receiver [65–67], or via spatial zero-forcing of the SI signal as-
suming that the number of transmit antennas exceeds the number of receive antennas
at the relay [68–73]. For the scenarios where the number of transmit antennas is not
higher than the receive antennas, a general framework is proposed in [162, 163], assu-
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ming a fixed and known RSI statistics. Also in [74, 75], a perfect SIC1 is assumed via
a combined analog and digital SIC scheme, on the condition that the self-interference
power does not exceed a certain threshold. In [76, 77] the RSI signal is related to the
transmit signal via a known and linear function, assuming a distortion-free hardware.

3.1.1 Chapter outline and contributions

In this chapter, we study a MIMO AF-FD relay, where the explicit impact of hardware
distortions in the receiver and transmit chains are taken into account in the SIC process.
Our goal is to enhance the instantaneous end-to-end performance via optimized linear
transmit and receive strategies. The main contributions of this chapter are as follows:

• Due to the joint consideration of hardware distortions in the receiver and trans-
mit chains, we observe an inter-dependent behavior between the relay transmit
covariance and the RSI covariance in an AF-FD relay, i.e., the distortion loop
effect. Note that this behavior may not be captured from the works based on
simplified RSI models due to e.g., assuming a known (fixed) residual interfe-
rence statistics [74, 75, 162, 163], or assuming a distortion-less hardware opera-
tion [65–73,76,77]. In Section 3.3, the relay operation is analyzed under the effect
of distortion loop, and the instantaneous end-to-end signal to distortion-plus-noise
ratio (SDNR) is formulated in relation to the statistics of the noise and hardware
impairments.

• Building on the obtained analysis, we propose linear transmit and receive strate-
gies in order to maximize the SDNR. The instantaneous CSI is utilized to control
the impact of distortion and to enhance the quality of the desired signal. In this
regard, an SDNR maximization problem is formulated which shows an intracta-
ble mathematical structure due to the impact of the distortion loop. A GP-based
solution is then proposed in Section 3.4 to act as a benchmark for the achievable
performance, however, imposing a high computational complexity.

• In order to reduce the design computational complexity, a sub-optimal multi-stage
rank-one (MuStR1) solution is introduced in Section 3.5, by assuming a rank-1
relay amplification matrix and separating the design of the relay process into
multiple stages. In this regard, a non-alternating algorithm is proposed by locally
maximizing the resulting SDNR for each stage. Moreover, the performance of
MuStR1 is improved by introducing an alternating update, denoted as alternating
multi-stage rank-one (AltMuStR1) at the cost of a slightly higher computational
complexity compared to MuStR1.

• In Section 3.6, the permanence of a similar setup is studied assuming that the
relay is operating with DF processing protocol, under the impact of hardware im-

1RSI is assumed to be buried in the thermal noise, following a known statistics.
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self-interference

SIC

source

relay (AF-FD)
destination

delay

Figure 3.1: The signal model for an amplify-and-forward FD MIMO relay. The impact
of hardware inaccuracies from the transmitter (eout) and receiver (ein) chains
is observable on the relay process. The bold arrows represent the vector
signals while the dashed arrows represent the scalars.

pairments. Similarly, optimized linear transmit and receive strategies are obtained
in order to act as a comparison benchmark.

Numerical simulations show that for a system with a small thermal noise variance, or
a high power or high transceiver distortion, application of a distortion-aware design is
essential. Moreover, the AF-FD relaying suffers from a significant performance gap,
compared to the DF-FD relaying, as relay dynamic range decreases. Parts of this
chapter are based on the works already published or under consideration for publication
in [59,60,74,118–122].

3.2 System Model

In this part, we investigate a system where a single-antenna HD source communicates
with an HD destination node equipped withMd antennas, via an FD relay. The relay is
assumed to have Mt (Mr) transmit (receive) antennas and operates in AF mode. The
channels between the source and the relay, between the relay and the destination, and
between the source and the destination are denoted as hsr ∈ CMr , Hrd ∈ CMd×Mt , and
hsd ∈ CMd , respectively. The self-interference channel, which is the channel between
the relay’s transmit and receive ends is denoted by Hrr ∈ CMr×Mt . All channels are
following the flat-fading model.

3.2.1 Source-to-relay communication

The relay continuously receives and amplifies the received signal from the source, while
estimating and subtracting the SI signal from its own transmitter, see Fig. 3.1. The
received signal at the relay is expressed as

rin = hsr

√
Pss+ Hrrrout + nr︸ ︷︷ ︸

=:uin

+ein, (3.1)
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where rin ∈ CMr and rout ∈ CMt respectively represent the received and transmitted
signal from the relay and nr ∼ CN (0, σ2

nrIMr) represents the additive thermal noise at
the relay. The transmitted data symbol from the source is denoted as s ∈ C, E{|s|2} = 1.
Ps ∈ R+ is the source transmit power and uin ∈ CMr represents the undistorted received
signal at the relay.

The receiver distortion, denoted by ein ∈ CMr , represents the combined effects of recei-
ver chain impairments and modeled similar to Section 2.2. Please note that while the
aforementioned impairments are usually assumed to be ignorable for an HD transceiver,
they play an important role in our system due to high strength of the self-interference
path. The known, i.e., distortion-free, part of the self-interference signal is then sup-
pressed in the receiver by utilizing the recently developed SIC techniques in analog and
digital domains, e.g., [2, 7]. The remaining signal is then amplified to constitute the
relay’s output:

rout = uout + eout, uout(t) = Wrsupp(t− τ), (3.2)
rsupp = rin −Hrruout, (3.3)

where rsupp ∈ CMr and W ∈ CMt×Mr respectively represent the interference-suppressed
version of the received signal and the relay amplification matrix, t ∈ R+ represents
the time instance2, and τ ∈ R+ is the relay processing delay, see Subsection 3.2.5.
The intended transmit signal is denoted as uout ∈ CMt . Similar to the defined additive
distortion in the receiver chains, the combined effects of the transmit chain impairments,
e.g., limited DAC accuracy, oscillator phase noise, and power amplifier noise is denoted
by eout ∈ CMr . Furthermore, in order to take into account the transmit power limitations
we impose

E{‖rout‖2
2} ≤ Pr,max, Ps ≤ Ps,max, (3.4)

where Pr,max and Ps,max respectively represent the maximum transmit power from the
relay and from the source.

3.2.2 Distortion signal statistics

The impact of hardware elements inaccuracy in each chain can be modeled as addi-
tive and Gaussian-distributed independent distortion terms, see Section 2.2 for more
elaboration. In the defined relaying system it is expressed as

ein ∼ CN
(
0, βdiag

(
E
{
uinuHin

}))
, ein(t)⊥ein(t′), ein(t)⊥uin(t), (3.5)

and

eout ∼ CN
(
0, κdiag

(
E
{
uoutuHout

}))
, eout(t)⊥eout(t

′), eout(t)⊥uout(t), (3.6)

2The argument indicating time instance, i.e., t, is dropped for simplicity for signals with a same time
reference.
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where t 6= t
′ and β, κ ∈ R+ are the receive and transmit distortion coefficients which

respectively relate the undistorted receive and transmit signal covariance to the cova-
riance of the corresponding distortion. Note that the defined statistics in (3.5), (3.6)
indicate that unlike the traditional additive white noise model, a higher transmit (re-
ceive) signal power results in a higher transmit (receive) distortion intensity in the
corresponding chain. As it will be further elaborated, this effect plays an important
role in the performance of an AF-FD relay.

3.2.3 Relay-to-destination communication

The transmitted signal from the relay node propagates through the relay to destination
channel and constitutes the received signal at the destination:

y = Hrdrout + hsd

√
Pss+ nd, ŝ(t− τ) = zHy(t), (3.7)

where y ∈ CMd is the received signal, and nd ∼ CN (0, σ2
ndIMd) is the additive thermal

noise at the destination. The linear receiver filter and the estimated received symbol is
denoted as z ∈ CMd and ŝ, respectively.

3.2.4 Distortion loop

As the transmit power from the relay increases, the power of the error components
increases at the transmit and receive chains, see (3.1) in connection to (3.5)-(3.6). On
the other hand, these errors are amplified in the relay process and further increase the
relay transmit power, see (3.1) in connection to (3.2) and (3.3). The aforementioned
effect results in a distortion loop, i.e., the inter-dependent behavior of the relay transmit
covariance and the RSI covariance for an AF-FD relay, which deteriorates the impact of
RSI. In the following sections, this impact is analytically studied and an optimization
strategy is proposed in order to alleviate this effect.

3.2.5 Remarks

CSI estimation

In this chapter it is assumed that the CSI is known by dedicating an adequately long
training sequence at the relay. Therefore, the studied framework serves best for the
scenarios with a stationary channel where long training sequences can be utilized, e.g.,
relay channel in a static backhaul link with a directive LOS connection [150]. An
effective channel estimation method is presented in [78, Subsection III.A] for a FD
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relaying setup in the presence of hardware impairments3. It is observed that an accurate
CSI can be obtained on the condition of employing a sufficiently long training sequence,
see [78, Eq. (9)], and also [32, Eq. (10)] for a similar argument. For the scenarios where
the CSI cannot be accurately obtained, the results of this chapter can be treated as
theoretical guidelines on the effects of hardware impairments, if CSI were accurately
known.

Hardware impairments

Compared to many HD scenarios, the impact of hardware impairments is severe in
FD transceivers due to the strong self-interference, see, e.g., specifications of SIC for
802.11ac PHY [2]. This is since on one hand, the distortions originating from the
transmit chains pass through a strong self-interference channel and become significant.
On the other hand, the receiver chains are more prone to distortion due to the high-
power received signal. In this chapter, we focus on the impact of hardware impairments
for the FD relay transceiver, and otherwise model the inaccuracies as an additive thermal
noise.

Direct link

In this chapter, it is assumed that the direct link is weak and consider the source-
destination path as a source of interference, similar to [61,78]. For the scenarios where
the direct link is strong, it is shown in [164] that the receiver strategy can be gainfully
updated as a RAKE receiver [165] to temporally align the desired signal in the direct
and relay links. This can be considered as a future possible extension.

Processing delay

The relay output signals, i.e., uout and rout, are generated from the received signals
with a relay processing delay τ , see (3.2). This delay is assumed to be long enough,
e.g., more than a symbol duration, such that the source signal is decorelated, i.e.,
s(t)⊥s(t − τ) [164, 166]. The zero-mean and statistical independence of the samples
from data signal, i.e., s(t) and s(t − τ), as well as the noise and distortion signals are
basis for the analysis in the following section.

3A two-phase estimation is suggested to avoid interference; first, source transmits the pilot where
relay is silent, thereby estimating the source-relay and source-destination channels, and then relay
transmits pilot and source remain silent, hence estimating the self-interference and relay-destination
channels.
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3.3 Performance Analysis of MIMO AF-FD
Relaying with Hardware Impairments

In this part, the end-to-end system performance is analyzed as a function of the relay
amplification matrix W, receive linear filter at the destination z, as well as the transmit
power from the source Ps. By incorporating (3.1), (3.5) and (3.6) into (3.2) and (3.3)
we have

Q = W
(
PshsrhHsr + σ2

nrIMr + E
{
eineHin

}
+ HrrE{eouteHout}HH

rr

)
WH

= W
(
PshsrhHsr + σ2

nrIMr + βdiag
(
E
{
uinuHin

} )
+ κHrrdiag

(
Q
)
HH

rr

)
WH , (3.8)

where Q ∈ H is the covariance matrix of the undistorted transmit signal from the relay,
i.e., Q := E{uoutuHout}. Furthermore, the undistorted receive covariance matrix can be
formulated from (3.1)-(3.3) as

E{uinuHin} = PshsrhHsr + σ2
nrIMr + HrrE{routrHout}HH

rr . (3.9)

It is worth mentioning that due to the proximity of the Rx and Tx antennas on the FD
device, the loopback SI signal is much stronger than the desired signal which is coming
from a distant location, and hence constitutes the dominant part in (3.9). By recalling
(3.2) and (3.6) the relay transmit covariance matrix can be formulated as

E{routrHout} = Q + κdiag (Q) , (3.10)

and consequently from (3.8) and (3.9) it follows

Q = WV (Q) WH , (3.11)

where

V (Q) : = PshsrhHsr + σ2
nrIM r + βdiag

(
PshsrhHsr + σ2

nrIMr

)
+ βdiag

(
Hrr

(
Q + κdiag (Q)

)
HH

rr

)
+ κHrrdiag (Q) HH

rr. (3.12)

Note that the above derivations (3.8)-(3.11) hold as the noise, the desired signal at
subsequent symbol durations, and the distortion components are zero-mean and mu-
tually independent. Unfortunately, a direct expression of Q in terms of W cannot be
achieved from (3.11), (3.12) in the current form. In order to facilitate further analysis,
we resort to the vectorized presentation of Q. By applying the famous matrix equality
vec(A1A2A3) = (AT

3 ⊗A1)vec(A2), the identity (3.10) can be written as

vec
(
E{routrHout}

)
=
(
IM2

t
+ κSMt

D

)
vec (Q) , (3.13)
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where SMD ∈ {0, 1}M
2×M2 is a selection matrix with one or zero elements such that

SMt
D vec (Q) = vec (diag(Q)). Similarly from (3.11) we obtain

vec (Q) =
(
IM2

t
− (W∗ ⊗W) C

)−1
(W∗ ⊗W) c, (3.14)

where

C : = βSMr
D (H∗rr ⊗H rr)

(
IM2

t
+κSMt

D

)
+κ (H∗rr⊗Hrr)SMt

D , (3.15)

c : =
(
IM2

r + βSMr
D

)
vec

(
PshsrhHsr + σ2

nrIMr

)
. (3.16)

The direct dependence of the relay transmit covariance matrix and W can be conse-
quently obtained from (3.13) and (3.14) as

vec
(
E{routrHout}

)
= Θ

(
W,Hrr, κ, β

)
vec

(
PshsrhHsr + σ2

nrIMr

)
, (3.17)

where

Θ
(
W,Hrr, κ, β

)
:=
(
IM2

t
+ κSMt

D

) (
IM2

t
− (W∗⊗W) C

)−1
(W∗ ⊗W)

(
IM2

r + βSMr
D

)
(3.18)

represents the transfer function of the relay that relates the distortion-less input PshsrhHsr+
σ2
nrIMr to the distorted transmit covariance. It can be observed that Θ (W,Hrr, 0, 0)

= W∗ ⊗W, which is similar to the known AF-FD relay operation with a perfect har-
dware, i.e., κ = β = 0.

3.3.1 Optimization problem

The received signal power at the destination, after application of z, can be separated as

Pdes = E
{∣∣∣∣zHHrdWhsr

√
Pss

∣∣∣∣2
}

= PszHHrdWhsrhHsrWHHH
rdz, (3.19)

Ptot = E
{∣∣∣∣zH (Hrdrout + hsd

√
Pss+ nd

)∣∣∣∣2
}

=

zH
(
Hrd

(
Q+κdiag (Q)

)
HH

rd+σ2
ndIMd +PshsdhHsd

)
z, (3.20)

Perr = Ptot − Pdes, (3.21)

where Pdes and Perr respectively represent the power of the desired and distortion-
plus-noise parts of the estimated signal ŝ, and Ptot := E{|ŝ|2}. The corresponding
optimization problem for maximizing the resulting SDNR is written as

max
Ps,z,W

Pdes

Perr
=: SDNR (Ps, z,W) (3.22a)

s.t. (3.14), Q ∈ H, tr (Q) ≤ P̃r,max, 0 ≤ Ps ≤ Ps,max, (3.22b)
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where (3.22b) limits the feasible set of W to those resulting in a feasible Q. Note
that P̃r,max := Pr,max

1+κ and the power constraint in (3.22b) follows as tr (Q + κdiag(Q)) =
(1 + κ)tr (Q).

As it can be observed, the optimization problem (3.22a)-(3.22b) is a non-convex opti-
mization problem and cannot be solved analytically, due to the structure imposed by
(3.14). In order to approach the solution, we propose a GP-based optimization method
in the following section.

3.4 Gradient Projection for SDNR maximization

In this part, an iterative solution to (3.22a)-(3.22b) is proposed, based on the gradient
projection method [32, 167]. In this regard, the optimization variables are updated in
the increasing direction of the objective function (3.22a).

3.4.1 Iterative update for relay amplification

The update rule for W is defined following the GP method, where detailed instructions
are inspired from [78]. This includes the update of W in the steepest ascent direction,
and occasional projection due to constraints violation. This is expressed as

W̄[l] = P
(
W[l] + δ∇(W[l])∗ (SDNR)

)
. (3.23)

W[l+1] = W[l] + γ[l]
(
W̄[l] −W[l]

)
, (3.24)

where P (·) represents the projection to the feasible solution space, l is the iteration
index, ∇X (·) represents the gradient with respect to X, and δ, γ ∈ R+ represent the
step size variables. The update direction is obtained from the calculated gradients in
(3.26) and (3.27), and the fact that

∇W∗ (SDNR) =
(
∇W∗ (Pdes)Perr −∇W∗ (Perr)Pdes

)
/Perr

2. (3.25)

The stepsize value γ is chosen according to the Armijo’s step size rule [168]. This is
expressed as

SDNR
(
W[l+1]

)
− SDNR

(
W[l]

)
≥ σνmtr

({
∇(W[l])∗ (SDNR)

}H (
W̄[l] −W[l]

))
,

where γ[l] = νm, such that m is the smallest non-negative integer satisfying the above
inequality, and ν = 0.5, σ = 0.1 and δ = 0.1.
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Projection rule

Once an updated W in the steepest ascend direction, i.e., W[l] +δ∇(W[l])∗ (SDNR), and
the corresponding Q calculated from (3.14), violate the problem constrains, i.e., when
Q contains a negative eigenvalue or violates the relay power constraint (3.22b), they
are projected into the feasible set. Due to the convexity of the feasible variable space in
Q, similar to the suggested procedure in [169], we follow a projection rule which results
in a minimum Euclidean distance to the feasible set, i.e., minimum Frobenius norm
of the matrix difference. In order to obtain this, let Wold and Qold be the updated
relay amplification matrix prior to the projection and the corresponding undistorted
transmit covariance calculated from (3.14). Moreover, let UoldΛoldUH

old be an eigenvalue
decomposition of the matrix Qold, such that Uold is a unitary matrix, and Λold is
a diagonal matrix containing the eigenvalues. The feasible relay undistorted transmit
covariance matrix, i.e., Qnew, with minimum Euclidean distance to Qold is then obtained
as

Qnew ← Uold (Λold − ζgpIMt)
+︸ ︷︷ ︸

=:Λnew

UH
old, ζgp ∈ R, (3.29)

where {·}+ substitutes the negative elements by zero and ζgp ∈ R is the minimum non-
negative value that satisfies tr (Λnew) ≤ P̃r,max, see [169, Eq. (25)-(27)]. The projected
version of Wold, i.e., Wnew is then calculated as

Wnew ← Q
1
2newVUr,new (Σr,new)−

1
2 UH

r,new, (3.30)

where Q
1
2new = UoldΛ

1
2newUH

old, V is an arbitrary unitary matrix such that VVH = IMt ,
and Ur,newΣr,newUH

r,new is the eigenvalue decomposition of V(Qnew), see (3.12).

Note that the resulting amplification matrix Wnew consequently results in Qnew as the
relay covariance matrix, see (3.11), and hence belongs to the feasible set of (3.22b).
Moreover, the choice of V does not affect the corresponding Qnew and hence does not

vec (∇W∗Perr)T =vec
((

HH
rdzzHHrd

)T
)T(

IM2
t

+ κSMt
D

)([
c + C

(
IM2

t
− (W∗ ⊗W) C

)−1(W∗⊗W) c
]T

⊗
(
IM2

t
− (W∗ ⊗W) C

)−1
)

SK (w⊗ IMrMt)−
(
zT H*

rd

)
⊗
(
PszHHrdWhsrhH

sr
)
ST, (3.26)

vec (∇W∗Pdes)T =
(
zT H*

rd

)
⊗
(
PszHHrdWhsrhH

sr
)
ST,

where w := vec(W), SK∈{0, 1}M2
r M2

t ×M2
r M2

t , ST∈{0, 1}MrMt×MrMt , (3.27)
such that: vec (W∗ ⊗W) = SKvec

(
w∗wT

)
, and STvec(W) = vec(WT ). (3.28)
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affect the feasibility. Thus, it can be chosen similar to that of Wold, with no need for
modification in the projection process:

V = (Qold)−
1
2 WoldUr,old (Σr,old)

1
2 UH

r,old, (3.31)

where Ur,oldΣr,oldUH
r,old is the eigenvalue decomposition of V(Qold).

3.4.2 Iterative update for source Tx power

For fixed values of W and z, an increase in Ps results in an increase in the desired
received power, see (3.19). On the other hand, it also results in an increase in Perr, due
to the direct source-destination interference as well as the increase in the received power
at the relay. This results in an amplified distortion effect. As a result, the impact of
the choice of Ps on the end-to-end SDNR is not clear. The following lemma provides
an answer to this question.

Lemma 3.4.1. For fixed values of W and z the resulting SDNR is a concave and
increasing function of Ps. Hence, the optimum Ps is given as

P ?
s = min

{
Ps,max, P̃s,max(W)

}
, (3.32)

where P̃s,max(W) represents the value of Ps that results in the maximum relay transmit
power Pr,max, with W as the relay amplification matrix.

Proof. See Appendix 7.

It is worth mentioning that for a setup with a weak direct link, i.e., ‖hsd‖2 ≈ 0, we have
P ?
s = Ps,max for a jointly optimal choice of W and Ps. This is grounded on the fact that

for any Ps < Ps,max, the joint variable update Ps ← Ps,max and W ←W
√

Ps
Ps,max

result
in the same Pdes, see (3.19), while decreasing the Perr, see (3.21) in connection to (3.17).

3.4.3 Iterative update for destination Rx filter

It is apparent that the relay transmit covariance, and hence the constraints in (3.22b)
are invariant to the choice of receive linear filter. The optimal choice of z for a given
W and Ps is obtained as

z? =
(
Hrd

(
Q + κdiag (Q)

)
HH

rd + σ2
ndIMd + PshsdhHsd

)−1√
PsHrdWhsr. (3.33)

The value of z is updated according to (3.33) after the updates for W, Ps. The update
iterations continue until a stable point is achieved or a certain number of iterations is
expired, see Algorithm 5.
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3.4.4 Convergence

The proposed GP algorithm leads to a necessary convergence, due to the monotonically
non-decreasing nature of the SDNR after each variable update and the fact that the
objective is bounded from above4. However, due to the non-convexity of the problem,
the global optimality of the obtained solution is not guaranteed, and the converging
point depends on the used initialization [32,78]. In Subsection 3.7.1 a numerical evalua-
tion of the optimal performance is obtained by repeating the GP algorithm with several
initializations.

Algorithm 5 Iterative SDNR maximization algorithm based on GP. Number of algorithm
iterations are determined by c1 ∈ R+ and C1 ∈ N.
1: Counter← 0
2: repeat (running for multiple initializations)
3: Counter← Counter + 1;
4: l← 0;
5: P

[0]
s ← Ps,max × 10−4;

6: Q[0] ← random init., see (3.22b);
7: W[0] ← Q[0]

1
2V −1

2
(
Q[0]) , see (3.30), (3.12);

8: repeat
9: l← l + 1;
10:

(
W[l], P

[l]
s , z[l]

)
← update, see (3.24), (3.30), (3.32), (3.33);

11: SDNR[l] ← (3.22a);
12: until SDNR[l] − SDNR[l−1] ≥ c1 (until SDNR improves)
13: A ← save

(
SDNR[l],W[l], z[l]

)
;

14: until Counter ≤ C1
15: return (W, z,SDNR) ← max SDNR ∈ A;

3.5 An Intuitive Approach: Distortion-Aware
Multi-Stage Rank-1 Relay Amplification
(MuStR1)

The proposed method in Section 3.4 directly deals with the SDNR as optimization
objective, which also leads to the maximization of end-to-end mutual information for
Gaussian signal codewords. Nevertheless, the proposed procedure imposes a high com-
putational complexity, due to the number of the required iterations. In this section,
a simpler design is introduced by considering a rank-one relay amplification matrix.
Note that the near-optimality of rank-one relay amplification matrices for single stream

4Please note that the convergence is obtained in the sense that the objective reaches a stable value
with an arbitrarily small tolerance margin. Although the resulting optimization variables do not
necessarily converge, the potentially different obtained solutions are equally favorable, i.e., they are
all feasible and result in the same objective value.
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Figure 3.2: The relay amplification is divided into three parts: wrx and wtx, respectively, represent
the reception and transmit filters, while ω represents the scaling factor. The bold arrows
represent the vector signals while the dashed arrows represent the scalars. The overall
process can be described as W = ωwtxwH

rx.

communication has been established, see the arguments in [74, Subsection 3.2] and [73,
Section III]. Nevertheless, in the aforementioned works, the impacts of transmit and
receive distortion have not been considered in the FD transceiver. A rank-one relay
amplification process is expressed as

W =
√
ωwtxwH

rx, (3.34)

where wrx ∈ CMr , ‖wrx‖2 = 1 and wtx ∈ CMt , ‖wtx‖2 = 1, respectively act as the receive
and transmit linear filters at the relay, while ω ∈ R+ acts as a scaling factor, see Fig. 3.2.
The idea is to separately design the transmit (receive) filters to maximize the SDNR
at each segment. Afterwards, the value of ω is optimized. A detailed role and design
strategy for the aforementioned parts is elaborated in the following.

3.5.1 Transmit filter

The role of wtx is to direct the relay transmit beam towards the destination, while
imposing minimal distortion on the receiver end of the relay and destination nodes. For
this purpose we define the following optimization problem

max
wtx

E{‖Hrduout‖2
2}

E{‖HD,txuout‖2
2}+ tr (PshsdhHsd + σ2

ndIMd) , s.t. ‖wtx‖2 = 1, (3.35)

where the numerator is the desired received power from the relay-destination path
and HD,tx is the equivalent distortion channel observed from the relay transmitter, see
Appendix 7. The optimization problem (3.35) can be hence formulated as5

max
wtx

wH
tx

(
HH

rdHrd
)

wtx

wH
tx

(
HH

D,txHD,tx +NtxIMt

)
wtx

, s.t. ‖wtx‖2 = 1, (3.36)

5For the calculation of the spatial filters wtx and wrx, it is assumed that the relay operates with
maximum power, to emphasize the impact of hardware distortions. The relay transmit power is
afterwards adjusted by the choice of ω. An alternating adjustment of the spatial filters with the
optimized relay power is later discussed in Subsection 3.5.5.
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which holds a generalized Rayleigh quotient structure [170], and

Ntx :=
(
Mdσ

2
nd + Ps‖hsd‖2

2

)
/Pr,max. (3.37)

The optimal transmit filter is hence obtained as

w?
tx = λmax

{(
HH

D,txHD,tx +NtxIMt

)−1 (
HH

rdHrd
)}

. (3.38)

3.5.2 Receive filter

The role of wrx, is to accept the desired received signal from the source, while rejecting
the received distortion-plus-noise terms at the relay. Similar to (3.35) this is expressed
as

max
wrx

wH
rx

(
hsrhHsr

)
wrx

wH
rx (Φ + σ2

nrIMr) wrx
, s.t. ‖wrx‖2 = 1, (3.39)

where

Φ := κPr,maxHrrdiag
(
wtxwH

tx

)
HH

rr + βPr,maxdiag
(
HrrwtxwH

txHH
rr

)
, (3.40)

gives the covariance of the received distortion signal at the relay. The optimal solution
to wrx can be hence obtained as

w?
rx = λmax

{(
Φ + σ2

nrIMr

)−1 (
hsrhHsr

)}
. (3.41)

3.5.3 Relay amplification

The role of ω is to adjust the amplification intensity at the relay. This plays a signifi-
cant role, considering the fact that even with optimally designed spatial filters, i.e., wtx
and wrx, a weak amplification at the relay reduces the desired signal strength at the
destination, resulting in a low signal-to-noise ratio. On the other hand, a strong am-
plification may lead to instability and (theoretically) infinite distortion transmit power,
i.e., low signal-to-distortion ratio. Hence, similar to (3.22), we focus on maximizing the
end-to-end SDNR, assuming that wtx and wrx are given from the previous parts. The
end-to-end SDNR and the transmit power from the relay corresponding to a value of ω
are, respectively, approximated as f1 and f2, where

f1(ω) = adω

a0 +
∑
k∈FK

akω
k

−1

, (3.42)
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and

f2(ω) =
∑
k∈FK

bkω
k, (3.43)

where

ad = PsdTMd
(H∗rd ⊗Hrd) W̃vec

(
hsrhHsr

)
, (3.44)

a0 = dTMd
vec

(
σ2
ndIMd + PshsdhHsd

)
, (3.45)

a1 = −ad + dTMd
(H∗rd ⊗Hrd)

(
IM2

t
+ κSMt

D

)
W̃c, (3.46)

ak = dTMd
(H∗rd ⊗Hrd)

(
IM2

t
+ κSMt

D

) (
W̃C

)k−1
W̃c, k ∈ {2 . . . K}, (3.47)

bk = dTMt

(
IMt

2 + κSMt
D

) (
W̃C

)k−1
W̃c, k ∈ FK , (3.48)

see Appendix 7 for more details. In the above expressions, K is the approximation order
and dM ∈ {0, 1}M

2 is defined such that tr(A) = dTMvec(A), A ∈ CM×M . Furthermore
C, c,W̃ are, respectively, defined in (3.15), (3.16) and Appendix 7. The corresponding
optimization problem can be written as

max
ω

f1(ω) (3.49a)

s.t. 0 ≤ ω ≤ min{ωinfty, ωmax} = ωmax, (3.49b)

where ωmax corresponds to the relay amplification that results in a tight transmit power
constraint, i.e., f2(ωmax) = Pr,max. Moreover, ωinfty is the smallest pole of f2(ω) in the
real positive domain which yields to instability of the relay distortion loop, i.e., infinite
relay transmit power. It is observed that while f1(ω) remains positive and differentiable
in the range [0, ωinfty), we have f1

ω→0
(ω) → 0 and f1

ω→ωinfty
(ω) → 0. This concludes the

existence of (at least) one local maximum point in this domain, see Fig. 3.3 for a visual
description. By setting the derivative of (3.42) to zero, it is observed that the resulting
extremum points are necessarily located such that

a0 =
∑
k∈FK

(k − 1)akωk. (3.50)

While the left side of (3.50) is a constant, the right side of the equality is monotonically
increasing with respect to ω ∈ R+, as ak ≥ 0,∀k. This readily results in the exactly one
extremum point6 in the positive domain of ω. Hence, the optimality occurs either at the
obtained extremum point, i.e., a local maximum in the range [0, ωmax), see Fig. 3.3-a,
or at the point where the relay transmit power constraint is tight, see Fig. 3.3-b. The
optimum ω can be hence formulated as

ω? = min{ω0, ωmax}, (3.51)
6Note that both f2(ωmax) = Pr,max or (3.50) result in exactly one solution for ω in R+, as ak, bk ≥

0,∀k. In this regard, values of ωmax and ω0 can be obtained via a bi-section search, or can be
obtained in closed-form for small values of K, i.e., K ≤ 3, as a known polynomial root.
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(a) ω0 ≤ ωmax (b) ω0 > ωmax

Figure 3.3: Possible situations of ω0 with respect to ωmax, considering the feasible region of ω. The
dark circle indicates the position of the optimum point.

where ω0 is the only solution of (3.50) in the positive region.

Note that the proposed design for ω, also subsumes the problem of optimal power
adjustment at the relay for a setup with a single-antenna source, relay and destination
nodes. Please refer to [60] for the optimal relay selection and power adjustment problem
on a single-antenna AF-FD relay under hardware impairments, and [59] for an extension
to a distributed beamforming problem among multiple single-antenna AF-FD relays.

3.5.4 Design of destination Rx filter

The optimal design of z is given in (3.33) as a closed form expression. Note that the
solution of z is dependent on the choice of other optimization variables. However, as
the proposed designs for the other optimization variables do not depend on z, there is
no need for further alternation among the design parameters. The Algorithm 6 defines
the required steps.

Algorithm 6 Distortion Aware Multi-Stage Rank-1 Relay amplification (MuStR1) for SDNR
maximization. The solution is obtained
1: Ps ← Ps,max
2: wtx ← calculate Tx filter, see (3.38);
3: wrx ← calculate Rx filter, see (3.41);
4: ω ← adjust amplification intensity, see Subsection 3.5.3;
5: z← see (3.33);
6: return

(
z, W = ωwtxwH

rx
)

;

3.5.5 Alternating enhancement of MuStR1 (AltMuStR1)

The proposed MuStR1 design is accomplished with no alternation among the optimi-
zation variables, see Algorithm 6. In this part, an alternating enhancement of MuStR1
is proposed, which results in an increased performance at the expense of a higher com-
putational complexity. In order to accomplish this purpose, similar to (3.19) and (3.21)
we focus on the signal and power values at the destination, after the application of z.
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In this respect, the values of wtx,wrx, z and ω will be calculated as a joint alternating
optimization. This is done by replacing Hrd with zHHrd in the design of wtx, and
dT with

(
zT ⊗ zH

)
in (3.44)-(3.47). The steps 2-6 in Algorithm 6 are then repeated

until a stable point is achieved or a maximum number of iterations is expired. The
performance of the proposed (Alt)MuStR1 algorithms in terms of the resulting com-
munication rate, convergence, and computational complexity are studied via numerical
simulations in Subsection 3.7.1. In particular, it is observed that the performance of
the AltMuStR1 algorithm reaches close to the performance of GP with a significantly
lower computational complexity.

3.5.6 Convergence

Due to the proposed SDNR approximation as well as the sub-optimal solutions for wtx
and wtx at each iteration, the convergence of the AltMuStR1 algorithm is not theoreti-
cally guaranteed. However, it is observed via numerical simulations in Subsection 3.7.1,
that the algorithm shows a fast average convergence, with a performance close to the
proposed GP method for a wide range of system parameters.

3.6 FD Decode-and-Forward Relaying Under
Residual Self-Interference

In the previous sections, the behavior of an AF-FD relay is studied under the impact
of hardware impairments. While an AF relaying is known to provide a simple strategy,
it particularly suffers from the observed distortion loop effect, especially when the har-
dware impairments are not negligible, see Subsection 3.2.4. In this part, a similar study
is provided for a setup where the relay operates with DF protocol, in order to act as a
comparison benchmark. In a DF relay, the discussed distortion loop is significantly alle-
viated as the decoding process eliminates the inter-dependency of the received residual
interference intensity to the relay transmit signal power. Note that optimization strate-
gies for FD relays with DF process have been discussed in the literature, see [78–80,82],
for different relaying setups and assumptions. In order to adopt the available designs
to our setup, we follow a modified version of the approach given in [80, 82], where an
SDNR maximization problem is studied at a MIMO DF relay. Note that the proposed
design in [80,82] considers a maximization of the SDNR at the relay input and output,
taking advantage of spatial and temporal filters. In contrast, we focus on the resulting
performance from the source to the destination, after the application of the receive filter
z, and hence including Ps and z as optimization variables. Afterwards, similar to [82], a
joint optimization is proposed where in each step a subset of the variables are updated.
A detailed model update and design strategy is given in the following.
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Figure 3.4: A schematic of a decode-and-forward relaying process. ρ{·} and ŝr represent the
decoding process, and the estimate of the transmitted symbol, s, at the relay. The
receive and transmit spatial filters are represented as vin and vout, respectively.
The bold arrows represent the vector signals while the dashed arrows represent
the scalars.

3.6.1 DF relaying

We define vin ∈ CMr as linear filter at the relay input, ŝr ∈ C as the decoded symbol
such that E{|ŝr|2} = 1, and vout ∈ CMt as the beamforming vector to transmit the de-
coded data symbol, see Fig. 3.4. The end-to-end rate maximization can be equivalently
formulated as

max
vin,z,Q∈H,Ps

min (ζsr, ζrd) , (3.52a)

s.t. tr (Q) ≤ P̃r,max, Ps ≤ Ps,max, rank(Q) = 1, (3.52b)

where the rank-one constraint is imposed to ensure the structure Q := E{uoutuHout} =
voutvHout. The values ζsr and ζrd, respectively represent the resulting SDNR in source-
to-relay and relay-to destination links which can be calculated as

ζsr ≈
PsvHinhsrhHsrvin

vHin
(
σ2
nrIMr+κHrrdiag(Q)HH

rr+βdiag (HrrQHH
rr )
)
vin

, (3.53)

ζrd = zHHrdQHH
rdz

zH
(
σ2
ndIMd + κHrddiag(Q)HH

rd + PshsdhHsd
)
z
, (3.54)

where the approximation in (3.53) follows from the fact that the self-interference signal
constitutes the dominant part of the received power in uin, see also (3.9). Note that
(3.52) is not a convex optimization problem and also cannot be solved in a closed
form. Nevertheless, recognizing the generalized Rayleigh quotient structure in (3.53)
and (3.54) we obtain

z? =
(
σ2
ndIMd + κHrddiag(Q)HH

rd + PshsdhHsd
)−1

Hrdvout, (3.55)

v?in =
(
σ2
nrIMr + κHrrdiag(Q)HH

rr + βdiag
(
HrrQHH

rr

) )−1
hsr

√
Ps, (3.56)
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where z? and v?in represent the optimum z and vin for a fixed Q and Ps. In order to
obtain the optimal Q, Ps, the problem in (3.52) can be re-formulated as

max
Ps,ζ∈R+,Q∈H

ζ (3.57a)

s.t. ζ ≤ ζsr, ζ ≤ ζrd, (3.57b)
Q ∈ H, tr (Q) ≤ P̃r,max, rank(Q) = 1, (3.57c)

where the values of vin and z are fixed. By temporarily relaxing the rank constraint,
the above problem can be written as a convex feasibility check over Q, Ps, for each value
of ζ as

find Q, Ps (3.58a)
s.t. tr (Q) ≤ P̃r,max, Ps ≥ 0, Q ∈ H, (3.58b)

tr (Ψsr + ΦsrQ) ≥ 0, tr (Ψrd + ΦrdQ) ≥ 0, (3.58c)

where

Ψrd := −ζzzH
(
σ2
ndIMd + PshsdhHsd

)
, (3.59)

Ψsr := vinvHin
(
PshsrhHsr − ζσ2

nrIMr

)
, (3.60)

Φrd := HH
rdzzHHrd − ζκdiag

(
HH

rdzzHHrd
)
, (3.61)

Φsr := −ζ
(
κdiag

(
HH

rrvinvHinHrr
)

+ βHH
rrdiag

(
vinvHin

)
Hrr

)
. (3.62)

Note that the iterations of the defined feasibility check will be continued, following
a bi-section search procedure until an optimum ζ is obtained with a sufficient accu-
racy. Fortunately, for the special structure of (3.58) as a complex-valued semi-definite
program with three linear constraints, an optimal rank-1 Q ∈ H can be achieved follo-
wing [171, Theorem 3.2]. The optimal vin is hence obtained as

v?out = Q? 1
2 , (3.63)

where Q? represents the obtained Q for the highest feasible ζ.

Algorithm initialization

The initial value of Q is obtained by setting vout as the dominant eigenvector of Hrd,
resulting in a maximum ratio transmission (MRT) and assuming a maximum transmit
power at the relay. The initial values of vin and z are then obtained from the maximum
ratio combining (MRC) in (3.55) and (3.56). Moreover, the feasible values of ζ are
necessarily located in the region [0, ζmax] where

ζmax := min

Ps,max‖hsr‖2
2

σ2
nr

,
Pr,maxλmax

{
HrdHH

rd

}
σ2
nd

 (3.64)

corresponds to the minimum of the individual link qualities, assuming β = κ = 0, and
will be used as the initial bounds for the aforementioned bi-section search.

57



3 | Linear Transceiver Optimization for Full-Duplex Relaying under Hardware
Impairments

Algorithm 7 An iterative rate maximization algorithm for decode-and-forward relaying.
CDF, C2 ∈ N respectively represent the number of the main optimization steps and the bi-
section process, and c1 ∈ R+ determines the stability condition.
1: Ps ← Ps,max × 10−2;
2: counter1 ← 0;
3: repeat (main optimization steps)
4: counter1 ← counter1 + 1;
5: vin ← v?

in, see (3.56);
6: z← z?, see (3.55);
7: counter2 ← 0;
8: ζmin ← 0;
9: ζmax ← see (3.64);
10: repeat (bi-section search steps)
11: ζ ← (ζmin + ζmax)/2;
12: if (3.58a)-(3.58b) is feasible then
13: ζmin ← ζ;
14: else
15: ζmax ← ζ;
16: end if
17: until counter2 ≤ C2
18: ζcounter1 ← (ζmin + ζmax)/2;
19: Ps ← P ?

s , see (3.57);
20: vout ← v?

out, see (3.63);
21: until counter1 ≤ CDF or ζcounter1 − ζcounter1−1 ≤ c1
22: return (Ps, z,vin,vour) ;
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Figure 3.5: Evaluation of the DF relaying performance with CDF random initializations,
compared to the used MRC-MRT initialization.
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Convergence and optimality gap

The solutions in (3.55)-(3.63) result in a necessary improvement of ζ, since in each step
the defined sub-problem is solved to optimality. Moreover, since the performance of the
studied relay system is bounded from above, see (3.64), the defined iterative update
results in a necessary convergence. However, the global optimality of the obtained solu-
tion is not guaranteed, since the problem is not a jointly convex optimization problem.
Hence, the resulting solution depends on the used initialization. In order to evaluate
this, Algorithm 7 is repeated with several random initializations in Fig. 3.5, in compa-
rison to the initialization defined in Subsection 3.6.1. It is observed that the proposed
initialization in Algorithm 7 reaches close to the best achievable performance via several
initializations. Hence, it is used as the performance benchmark for an achievable SDNR
in an DF-FD relaying system.

3.7 Simulation Results

In this section, the behavior of the studied AF-FD relaying setup is evaluated via
numerical simulations7. In particular, the proposed GP design in Section 3.4 as well as
the (Alt)MuStR1 algorithms in Section 3.5 are evaluated, under the impact of hardware
inaccuracies, and compared to the available relevant methods in the literature. It is
assumed that hsr,Hrd and hsd follow an uncorrelated Rayleigh flat-fading model, where
ρsr, ρrd and ρsd ∈ R+ represent the path loss. For the SI channel, the characterization
reported in [146] is used. In this respect, we have

Hrr ∼ CN
(√

ρrrKR

1 +KR

H0,
1

1 +KR

IMt ⊗ IMr

)
, (3.65)

where ρrr represents the SI channel strength, H0 is a deterministic term8 and KR is
the Rician coefficient. For each channel realization the resulting performance in terms
of the communication rate, i.e., log2(1 + SDNR), is evaluated by employing different
design strategies and for various system parameters. The overall system performance in
terms of the average rate, i.e., Ravg, is then evaluated via Monte-Carlo simulations by
employing 500 channel realizations. Unless explicitly stated, the following parameters
are used as the default setup: M := Mt = Mr = Md = 4, κ = β = −40 dB, Pmax :=
Ps,max = Pr,max = 0 dBW, σ2

n := σ2
nr = σ2

nd = −40 dBW, ρrr = 1, ρsr = ρrd = −30 dB,
ρsd = −60 dB, KR = 10.

7I would like to thank my colleague M.Sc. Tianyu Yang for his help in running the numerical simu-
lations regarding the Algorithms 5-7.

8For simplicity, H0 is chosen as a matrix of all-1 elements.
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3.7.1 Algorithm analysis

In this subsection, the behavior of the proposed iterative algorithms, i.e., GP and
(Alt)MuStR1, is studied in terms of the convergence speed, approximation accuracy,
and computational complexity. Moreover, the gap of the proposed GP method with the
optimality is evaluated with the help of an extensive numerical simulation.

Convergence

Both GP and AltMuStR1 operate based on iterative update of the variables, until a
stable point is obtained. A study on the convergence behavior of these algorithms is
hence necessary in order to verify the algorithm function and also as a measure of the
required computational effort.

In Fig. 3.6 (a) the average convergence behavior of the GP algorithm is depicted. At each
iteration, the obtained performance is depicted as a percentage of the final performance
after convergence, where SDNR? is the SDNR at the convergence. It is observed that the
convergence speed differs for different values of transceiver inaccuracy. This is expected,
as a higher distortion results in the complication of the mathematical structure by
signifying non-quadratic terms, see (3.17), and requires the application of the projection
procedure (Subsection 3.4.1) more often. It is observed from the simulations that the
algorithm requires 102 to 104 number of iterations to converge, depending on the value
of the distortion coefficients κ and β.

In Fig. 3.6 (b) the average convergence behavior of the proposed AltMuStR1 is depicted.
Note that unlike GP, AltMuStR1 operates based on the local increase of SDNR in
the defined relaying segments, see Section 3.5. Hence, a theoretical guarantee on the
monotonic increase of the overall SDNR in each iteration is not available. Nevertheless,
the numerical evaluation shows that the algorithm converges within much fewer number
of iterations, with an effective increase in each step. Similar to GP, higher values of κ
and β result in a slower convergence.

Computational complexity

Other than the required number of iterations, the computational demand of an algo-
rithm is impacted by the required per-iteration complexity. In Fig. 3.6 (c), the required
CPU time of the proposed algorithms are depicted as the number of antennas increase.
The reported CPU time is obtained using an Intel Core i5− 3320M processor with the
clock rate of 2.6 GHz and 8 GB of random-access memory (RAM). As the software plat-
form, MATLAB 2013a is used on a 64-bit operating system. While the GP method is
considered as the performance benchmark, the proposed (Alt)MuStR1 algorithms show
a significant advantage to the GP algorithm in terms of computational complexity.
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Approximation accuracy

The proposed (Alt)MuStR1 algorithms are based on the used approximation (3.47) and
(3.48). In this regard, the choice of the approximation order K leads to a trade-off
between algorithm complexity and the resulting performance. In Fig. 3.6-(d) the exact,
and approximated SDNR values are depicted for a pessimistic case of κ = 0.1. By
repeating such experiments, K = 5 is empirically chosen as a good balance between
approximation accuracy and the resulting complexity.

GP optimality gap

Via the application of the gradient ascend, the proposed GP converges with a monotoni-
cally increasing objective. Nevertheless, the global optimality of the resulting stationary
point may not be guaranteed due to the possibility of a local extrema. In Fig. 3.6 (e) the
performance of GP algorithm is evaluated with multiple random initializations, where
the best converging point is considered as the algorithm solution. It is observed that
the occurrence of a non-optimum solutions is more likely for higher values of κ and β,
as a larger number of initial points results in a better performance. Nevertheless, it is
observed that no significant performance improvement is observed by employing more
than C1 = 10 number of random initial points. The obtained performance of the GP
algorithm with C1 = 10 is considered as a performance benchmark for AF-FD relaying,
hereinafter.

Rank profile

In the proposed (Alt)MuStR1 method, a rank-1 relay amplification is assumed. Hence,
it is interesting to observe how the solution to the GP method behaves in terms of
the matrix rank. In Fig. 3.6 (f) the energy distribution of the singular values of the
obtained relay amplification from the GP method is depicted. It is observed that for
most of the distortion conditions, the highest singular value holds almost all of the
energy, indicating an approximately rank-1 property.

3.7.2 Performance comparison

In this part the performance of the proposed designs is evaluated in comparison with
the available designs in the literature.
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Available design approaches

We divide the relevant available literature on the AF-FD relaying design into three
main approaches. Firstly, as considered in [65, 66], SIC is purely relegated to the relay
receiver end via combined time domain analog and digital cancellation techniques. The
aforementioned approach imposes no design constraint on the self-interference power,
i.e., Pintf ≤ ∞, where Pintf represents the self-interference power prior to analog and
digital cancellation9. Secondly, the SIC is purely done via transmit beamforming at
the null space of the relay receive antennas, e.g., [68–73], hence imposing a zero inter-
ference power constraint for transmit beamforming design, i.e., Pintf ≤ 0. Finally, as a
generalization of the aforementioned extreme approaches, a combined transmit beam-
forming and SIC at the receiver is considered in [74, 75]. In the aforementioned case
it is assumed that the received self-interference power should not exceed the threshold
Pth, i.e., Pintf ≤ Pth. In all of the aforementioned cases, due to the perfect hardware
assumptions, and upon imposition of the required self-interference power constraint, the
SIC is assumed to be perfect. In the simulations, the generalized approach in [74,75] is
evaluated by once assuming a high self-interference power threshold, i.e., Pth = Pr,max,
denoted as ’Pth-High’, and once assuming a low self-interference power threshold, i.e.,
Pth = 0.01× Pr,max, denoted as ’Pth-Low’10. Moreover, the proposed approach in [172]
is evaluated as a sub-optimal solution, where a power adjustment method is done at
the relay, assuming MRC-MRT linear filters. The performance of an AF-FD relay with
perfect hardware, i.e., κ = 0, is also illustrated as ’FD-Perf.’.

Decoding gain

Other than the defined approaches for AF-FD relaying, it is interesting to evaluate the
impact of decoding in the studied system. This is since in a DF relay, the discussed
distortion loop is significantly alleviated as the decoding process eliminates the inter-
dependency of the received residual interference to the relay transmit covariance.

Visualization

In Figs. 3.7 (a)-(f) the average communication rate, i.e., log2(1 + SDNR), is evaluated
under various system parameters.

In Fig. 3.7 (a) the impact of the transceiver inaccuracy is depicted. It is observed that
as κ = β increase, the communication performance decreases for all methods. In this

9This approach is equivalent to ignoring the impact of SIC in the beamforming design.
10Note that the application of Pth = 0, and Pth = ∞ are not feasible in this scenario. This is due to

the fact that Pth = 0 strictly requires that Mt > Mr, and the Pth =∞ often results in a non-stable
relay function due to the impact of distortion. Nevertheless, the chosen scenarios ’Pth-High’ and
’Pth-Low’ closely capture the nature of the aforementioned designs.
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respect, the HD setup remains more robust against the hardware distortions, and out-
performs the FD setup for large values of κ = β. This is since the strong self-interference
channel, as the main cause of distortion, is not present for a HD setup. Relative to the
benchmark performance for the AF-FD relaying (GP), a significant decoding gain is
observed for the big values of κ, where the system performance is dominated by the
impact of distortion loop, see Subsection 3.2.4. Moreover, it is observed that the pro-
posed AltMuStR1 method performs close to the GP method for different values of κ.
The performance of ’Pth-High’ reaches close to optimality for a small κ, where the ’Pth-
Low’ reaches a relatively better performance as κ increases. Nevertheless, both of the
aforementioned methods degrade rapidly for higher values of κ. This is expected, as
the impacts of hardware inaccuracies are not taken into account in the aforementioned
approaches.

In Fig. 3.7 (b) and (c), the opposite impact of the thermal noise variance σ2
n = σ2

nr =
σ2
nd and the maximum transmit power Pmax = Ps,max = Pr,max is observed on the

average system performance. This is expected, as an increase (decrease) in Pmax (σ2
n)

increases the signal-to-noise ratio, while keeping the signal-to-distortion ratio intact.
Furthermore, it is observed that in a low noise (high power) region the performance
of the methods with perfect hardware assumptions saturate. This is since the role of
hardware distortions become dominant for a high power or a low noise system.

In Fig. 3.7 (d), the resulting system performance is depicted with respect to the number
of antennas. It is observed that the performance of all methods increase as the number of
antennas increase. Moreover, the performance of the proposed (Alt)MuStR1 methods
remain close to the benchmark GP performance. This is promising, considering the
increasing computational complexity of the GP method as the number of antennas
increases.

In Fig. 3.7 (e), the impact of the relay position is observed. In this regard, it is assumed
that the source is located with the distance dsr from the relay where the relay is located
with the distance drd = 20 − dsr from the source. The path loss value for each link is
then obtained as ρX = 0.1

d2
X
, X ∈ {sr, rd}. As expected, the decoding gain decreases when

the relay is positioned close to the source or destination. Interestingly, the performance
of the (Alt)MuStR1 methods are slightly outperformed by ’Pth-High’, when relay is
positioned very close to the source. The reason is that in such a situation the bottleneck
shifts to the relay-destination path as the source-relay channel is very strong and is not
degraded by the impact of distortion from the self-interference path. Nevertheless, the
distortion awareness in (Alt)MuStR1 destructively limits the performance of the relay-
destination path in order to avoid distortion on the relay receiver. It is worth mentioning
that this mismatch does not appear for the GP method, where the end-to-end SDNR
is considered as the optimization objective.

In Fig. 3.7 (f), the impact of the self-interference channel intensity is depicted. It is
observed that the performance of the FD relay operation, for all design methods, de-
grades as the ρrr increase while the performance of the HD method is not changed.
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As expected, the performance of the methods with perfect hardware assumptions de-
grades faster compared to the proposed methods. Moreover, the performance of the
proposed AltMuStR1 method remains close to that of GP for different values of the
self-interference channel intensity. It is observed that the MRC-MRT method suffers
from a rapid degradation, when κ or ρrr increases, also see Fig. 3.7 (a). This is expected,
since the transmit and receive filters are designed with no consideration of the impact
of distortion, e.g., the instantaneous CSI regarding the self-interference channel is not
effectively used to control the impact of distortion.

3.8 Conclusion

The impact of hardware inaccuracies is of particular importance for an FD transceiver,
due to the high strength of the SI channel. In particular, for an AF-FD relaying system
such impact is significant due to the inter-dependency of the relay transmit covariance
and the residual self-interference covariance, which results in a distortion loop effect. In
this chapter, the aforementioned effect is analytically observed and optimization strate-
gies are proposed to alleviate the resulting degradation. It is observed that the proposed
GP algorithm can be considered as the performance benchmark, though, imposing a
high computational complexity. On the other hand, the proposed (Alt)MuStR1 met-
hods provide a significant reduction in the complexity at the expense of a slightly lower
performance. In particular, the comparison to the available schemes in the literature
reveals that for a system with a small thermal noise variance or a high transceiver
inaccuracy the application of a distortion-aware design is essential. Moreover, it is ob-
served that a DF-FD relay is more robust against the increase of hardware distortions,
compared to an AF-FD relay. This is expected, since the observed distortion loop for
AF-FD relays does not exist for a DF-FD relay due to decoding.
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Figure 3.6: Numerical algorithm analysis including the average convergence behavior of
the proposed GP algorithm (a), the AltMuStR1 algorithm (b), a comparison
on computational complexity (c), accuracy of the SDNR approximation (d),
impact of algorithm initialization on the GP method (e) and the singular
mode energy profile for the obtained W from the GP method (f).
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Figure 3.7: The comparison of average system performance Ravg under different para-
meter ranges.
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4 Secrecy Energy Efficiency of an
FD MIMOME Wiretap
Channel: Does FD Jamming
Reduce the Energy-Cost of a
Secure Bit?

4.1 Scope

The information security of wireless communication systems is currently provided via
cryptographic approaches at the upper layers of the protocol stack. However, these
approaches are vulnerable to the ever-increasing computational capability of the digi-
tal processors, and suffer due to the issues regarding management and distribution of
secret keys [102,173]. Alternatively, physical layer security takes advantage of physical
characteristics of the communication medium in order to provide a secure data ex-
change between the information transmitter (Alice) and the legitimate receiver (Bob).
In the seminal work by Wyner [174], the concept of secrecy capacity is introduced for
a three-node degraded wiretap channel, as the maximum information rate that can be
exchanged under perfect secrecy condition. It is shown that a positive secrecy capacity
is achievable when the physical channel to the eavesdropper is weaker in comparison
to the channel to the legitimate receiver. The arguments of [174] have since been
extended in the directions of secrecy rate region analysis for various wiretap channel
models [175–177], construction of capacity achieving channel codes [178–180], as well
as signal processing techniques for enhancing the secrecy capacity of wireless commu-
nication systems, see [181–185] and references therein.

As a promising method to enhance the secrecy capacity of wireless systems, Goel and
Negi [182] have introduced the idea of friendly jamming, i.e., the transmission of AN
with the intention of degrading the decoding capability of the eavesdropper. This can be
implemented via i) the joint transmission of information and AN from Alice, however,
requiring an effective beamforming capability at Alice and sharing the communica-
tion and jamming resources [181,182], ii) utilization of external (cooperative) jammers,
nonetheless, resulting in the issues of jammer mobility, synchronization, and trustwor-
thiness [176, 183–185], and iii) via the application of FD transceivers [102]. An FD
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transceiver is capable of transmission and reception at the same time and frequency.
Hence, an FD Bob can act as a friendly jammer, while simultaneously receiving in-
formation from Alice. Note that an FD jammer does not occupy the communication
resources from Alice, nor does it rely on the external helpers, resolving the related dra-
wbacks. The problems regarding secrecy rate region analysis and resource optimization
have been hence addressed in [99, 102, 114, 186–188]. It is observed that a significant
gain is achievable, in terms of the resulting secrecy capacity, via the utilization of an FD
jamming strategy under the condition that the SI signal can be attenuated effectively.

Although the available literature introduces a gainful utilization of FD transceivers for
enhancing the system secrecy capacity, the aforementioned gain comes at the expense
of a higher power consumption due to i) the degrading impact of RSI on the desired
communication link ii) the implementation of an SIC scheme at the FD transceiver,
incurring additional digital processing and analog circuitry, as well as iii) the power
consumed for the transmission of AN. As a result, it is not clear how the FD jamming-
enabled systems perform in terms of the SEE. Note that the issue of energy efficiency
is recently raised as a key criteria in the design of wireless communication systems.
This is justified due to the exponential increase of the information and communication
technology (ICT) services, currently generating around 5% of global CO2 emissions and
with 75% expected share of wireless systems in 2020, which calls for novel energy efficient
ICT solutions [189, 190]. Hence, it is the main purpose of this chapter to investigate if
and how the application of FD jammers can enhance the system’s SEE, in terms of the
secure bits per Joul (SBPJ).

4.1.1 Chapter outline and contributions

In this chapter we study a set of SEE maximization problems for a MIMOME wiretap
channel, assuming the availability of perfect or statistical CSI, where Alice and an FD
Bob are jointly capable of transmitting AN. The main contributions of this chapter are
as follows:

• In contrast to the available designs [99, 186–188], utilizing FD transceivers for
secrecy capacity enhancement, in Section 4.3, an SEE maximization problem is
formulated. Due to the intractable structure, a successive general inner approxi-
mation (SUIAP) algorithm is proposed, with a guaranteed convergence to a point
satisfying Karush-Kuhn-Tucker (KKT) conditions of optimality.

• The joint utilization of FD capability, both on Alice and Bob for jamming and bi-
directional information exchange, shows additional potentials for the improvement
of SEE. This is grounded on the fact that i) the FD jamming power is reused for
both communication directions, resulting in a power-efficient jamming, and ii) the
coexistence of two communication directions on the same channel may degrade
Eve’s decoding capability. Motivated by this, the proposed SUIAP algorithm is
extended in Section 4.4 for an FD bidirectional setup.
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• In order to account for the channel uncertainties, the consideration of statistical
CSI regarding the channels to Eve has been introduced in [191] for maximizing
system secrecy and in [192] for enhancing the system SEE, considering HD nodes.
However, the aforementioned works limit the studied setups to a single antenna
Eve, where CSI statistics follow a fast-fading nature. In this chapter an SEE
maximization problem is studied for an FD-enabled MIMOME setup, where the
channels to Eve follow an arbitrary statistical distribution. Note that unlike the
fast-fading conditions, which assumes the CSI is not available due to mobility, the
consideration of an arbitrary statistical distribution also accounts for the scenarios
where Eve’s condition is stationary, but the CSI can not be obtained due to the
lack of collaboration from Eve. Hence, in Section 4.5, a successive selection and
statistical lower bound maximization (SSSLM) algorithm is proposed, utilizing a
combination of ensemble average approximation (SAA) [193], together with the
successive lower bound approximation method [194], with the goal of maximizing
the statistical average of SEE. The algorithm is proven to converge to a point
satisfying KKT conditions. It is worth mentioning that the studied problem also
subsumes the problem for the maximization of secrecy capacity under the same
assumption set.

The numerical results show that the utilization of FD transceivers is able to provide
a significant SEE gain for a system with a small distance between the FD node and
the eavesdropper, a high SNR or for a bidirectional FD communication setup, under
the condition that the SI can be effectively and efficiently mitigated. Contributions of
this chapter are based on the works published or under consideration for publication
in [114–117].

4.2 System Model

We consider a multiple-input multiple-output multiple-antenna eavesdropper (MIMOME)
wiretap channel that consists of a legitimate transmitter, i.e., Alice, a legitimate recei-
ver, i.e., Bob, and an eavesdropper, i.e., Eve, see Fig. 4.1. Alice and Eve are equipped
with NA transmit and ME receive antennas, respectively. Bob is respectively equip-
ped with NB and MB transmit and receive antennas and is capable of FD operation.
Channels are assumed to follow a quasi-stationary and flat-fading model. In this re-
gard, channels from Alice to Bob, Alice to Eve, and Bob to Eve (jamming channel) are
respectively denoted as Hab ∈ CMB×NA , Hae ∈ CME×NA , Hbe ∈ CME×NB . The channel
from Bob to Bob, i.e., SI channel, is denoted as Hbb ∈ CMB×NB .

69



4 | Secrecy Energy Efficiency of an FD MIMOME Wiretap Channel: Does FD
Jamming Reduce the Energy-Cost of a Secure Bit?

4.2.1 Signal model

The transmission from Alice includes the information-containing signal, intended for
Bob, and an AN, intended to degrade the reception by Eve. This is expressed as

xa = qa + wa︸ ︷︷ ︸
ua

+etx,a, (4.1)

where ua ∈ CNA is the intended transmit signal, qa ∼ CN (0NA ,Qa) and wa ∼
CN (0NA ,Wa) respectively represent the information-containing and AN signal, and
xa ∈ CNA is the combined transmitted signal from Alice. The transmit distortion, de-
noted as etx,a ∈ CNA models collective impact of transmit chain inaccuracies, similarly
modeled as in Section 2.2. Note that the role of hardware inaccuracies becomes impor-
tant in a system with FD transceivers, due to the impact of a strong SI channel. Similar
to the transmission from Alice, the transmission of AN by Bob is expressed as

xb = wb + etx,b, (4.2)

where wb ∼ CN (0NB ,Wb) is the transmitted artificial noise and etx,b ∈ CNB represents
the transmit distortions from Bob. Via the application of (4.1) and (4.2) the received
signal at Eve is expressed as

ye = Haexa + Hbexb + ne = Haeqa + ce, (4.3)

where ne ∼ CN
(
0ME

, σ2
n,eIME

)
is the additive thermal noise and

ce := Haewa + Hbewb + Haeetx,a + Hbeetx,b + ne (4.4)

is the collective interference-plus-noise at Eve.

Similarly, the received signal at Bob is formulated as

yb = Habxa + Hbbxb + nb︸ ︷︷ ︸
=:ub

+erx,b, (4.5)

where nb ∼ CN
(
0MB

, σ2
n,bIMB

)
is the additive thermal noise, and ub is the undistorted

received signal. Similar to the transmit side, the receiver distortion, denoted as erx,b ∈
CMB , models the collective impact of receiver chain inaccuracies, similarly modeled as
in Section 2.2. Note that yb includes the received SI signal at Bob, originating from the
same transceiver. Hence, the known, i.e., distortion-free, part of the SI signal can be
subtracted applying an SIC method. The received signal at Bob, after the application
of SIC is hence written as

ỹb = yb −Hbbwb

= Habxa + Hbbetx,b + erx,b + nb = Habqa + cb, (4.6)

where

cb := Habwa + Habetx,a + Hbbetx,b + erx,b + nb, (4.7)

is the collective interference-plus-noise at Bob.
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Σb = E{cbcHb } = HabWaHH
ab + κaHabdiag (Qa + Wa) HH

ab + κbHbbdiag (Wb) HH
bb

+ βbdiag
(
Hab (Qa + Wa) HH

ab + HbbWbHH
bb + σ2

n,bIMB

)
+ σ2

n,bIMB
, (4.8)

Σe = E{cecHe } = HaeWaHH
ae + HbeWbHH

be + κaHaediag (Qa + Wa) HH
ae

+ κbHbediag (Wb) HH
be + σ2

n,eIME
. (4.9)

Alice

Eve

Bob

desired sig.
leackage
AN
self-interf.

Figure 4.1: The studied wiretap channel. Alice and the FD-Bob are jointly enabled
with jamming capability.

4.2.2 Distortion signal statistics

The impact of hardware elements inaccuracy in each chain can be modeled as addi-
tive and Gaussian-distributed independent distortion terms, see Section 2.2 for more
elaboration. This is expressed in our system as

etx,a ∼ CN
(
0NA , κadiag

(
E
{
uauHa

}))
, etx,a⊥ua, (4.10)

etx,b ∼ CN
(
0NB , κbdiag

(
E
{
wbwH

b

}))
, etx,b⊥wb, (4.11)

erx,b ∼ CN
(
0MB

, βbdiag
(
E
{
ubuHb

}))
, erx,b⊥ub, (4.12)

where κa, κb, βb ∈ R+ are distortion coefficients, relating the variance of the distortion
terms to the intended signal power, and ua and ub are defined in (4.1) and (4.5),
respectively. For further elaborations on the used distortion model please see [32,78–80],
and the references therein.

4.2.3 Power consumption model

The consumed power of a wireless transceiver can be segmented into three parts. First,
the power consumed at the PA, which is related to the effective transmit power via PA
efficiency, see [195, Eq. (2)]. Secondly, the zero-state power, i.e., the power consumed
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by other circuit blocks, independent from transmission status1, see [195, Eq. (3)]. And
finally, the power consumed for the implementation of an SIC scheme, for enabling
FD operation. The aforementioned power varies for different SIC methods, and by
definition, is not relevant for HD transceivers.

The consumed power for Alice and Bob can be hence expressed as

PA = 1
µA

E
{
‖xa‖2

2

}
+ PA,0, PA ≤ PA,max (4.13)

and

PB = 1
µB

E
{
‖xb‖2

2

}
+ PB,0 + PFD, PB ≤ PB,max. (4.14)

In the above arguments, PX , PX ,0, µX , and PX ,max, where X ∈ {A,B}, respectively re-
present the consumed power, the zero-state power, PA efficiency, and the maximum
allowed power consumption for each node. The additional required power for the im-
plementation of an SIC scheme is denoted by PFD. From (4.13), (4.14), the total system
power consumption is obtained as

Ptot = PA + PB. (4.15)

4.2.4 Secrecy energy efficiency

Following [102, 177, 182], the achievable secrecy rate2 for Alice-Bob communication is
expressed as Cab =

{
C̃ab

}+
, such that

C̃ab = log
∣∣∣I + HabQaHH

abΣ−1
b

∣∣∣− log
∣∣∣I + HaeQaHH

aeΣ−1
e

∣∣∣ , (4.16)

where Σb, Σe are given in (4.8), (4.9), and represent the covariance of the interference-
plus-noise terms at Bob and Eve, respectively. The secrecy energy efficiency (SEE),
as a measure of securely communicated information per energy unit, is consequently
expressed as

SEE = Cab
Ptot

. (4.17)

It is the intention of the remaining parts of this chapter to improve the efficiency of the
defined wiretap channel, in terms of the SEE, and provide comparison to the usual HD
strategies.

1This includes, e.g., the power consumed at receiver chain, and for base band processing.
2The system secrecy capacity is lower bounded by all achievable secrecy rates resulting from different
choices of transmit covariance matrices, see [177, Theorem 1], [182, Equation (6)].

72



Secrecy Energy Efficiency Maximization | 4.3

˜SEEp

(
Q[k,l],Q[0,l], λ[k,l]

)
= log

∣∣∣Σ[k,l]
b + HabQ[k,l]

a HH
ab

∣∣∣− log
∣∣∣Σ[0,l]

b

∣∣∣+ tr
((

Σ[0,l]
b

)−1 (
Σ[0,l]

b −Σ[k,l]
b

))
+ log

∣∣∣Σ[k,l]
e

∣∣∣− log
∣∣∣Σ[0,l]

e + HaeQ[0,l]
a HH

ae

∣∣∣+ tr
((

Σ[0,l]
e + HaeQ[0,l]

a HH
ae

)−1(
Σ[0,l]

e −Σ[k,l]
e + Hae

(
Q[0,l]

a

−Q[k,l]
a

)
HH

ae

))
− λ[k,l]

(
1 + κa

µa
tr
(
Q[k,l]

a + W[k,l]
a

)
+ 1 + κb

µb
tr
(
W[k,l]

b

)
+ PA,0 + PB,0 + PFD

)
(4.18)

4.2.5 Remarks

• In this part we have assumed the availability of the perfect CSI for all channels.
However, it may be difficult to estimate the channels associated to Eve, due to
mobility, or the lack of collaboration from Eve. The scenario with the availability
of partial CSI is discussed in Section 4.5.

• Unlike the data symbols, which follow a known constellation, the AN is generated
from a psedu-random sequence which is not known to the receivers, see [182,
Section III]. This is to prevent Eve from decoding the AN.

4.3 Secrecy Energy Efficiency Maximization

In this part we intend to enhance the system SEE, assuming the availability of CSI for all
channels. In particular, we look for an optimized information transmit covariance from
Alice, i.e., Qa, and jamming transmit covariances from Alice and Bob, i.e., respectively,
Wa and Wb, with the goal of maximizing the resulting system SEE. The corresponding
optimization problem is defined as

max
Qa,Wa,Wb

SEE (Qa,Wa,Wb) (4.19a)

s.t. 1 + κa
µa

tr (Qa + Wa) + PA,0 ≤ PA,max, (4.19b)

1 + κb
µb

tr (Wb) + PB,0 + PFD ≤ PB,max, (4.19c)

Qa,Wa,Wb ∈ H, (4.19d)

where (4.19b) and (4.19c) represent the power constraints at Alice and Bob. The defined
problem in (4.19) is not tractable in the current form, due to the non-convex and non-
smooth objective. In order to obtain a tractable structure, without loss of optimality,
we remove the non-linear operator {}+ from the definition of SEE3. The modified SEE,

3Note that at the optimality of (4.19), the resulting Cs, and consequently the SEE is non-negative.
This is since a non-negative SEE is immediately obtained by setting Qa = 0, see [102, 192] for
similar arguments.
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named SEEp hereinafter, can hence be formulated as

SEEp (Qa,Wa,Wb) =
ΣX∈{b,e}αX

(
log

∣∣∣ΣX + HaXQaHH
aX

∣∣∣− log |ΣX |
)

Ptot (Qa,Wa,Wb)
, (4.20)

where αb = 1 and αe = −1. It is observed that SEEp is a difference of concave (DC)
over affine fractional function which is intractable in the current form. In the following,
we propose a successive general inner approximation algorithm (SUIAP) to obtain an
optimal solution to (4.19).

4.3.1 SUIAP algorithm

The proposed SUIAP algorithm consists of two nested loops. In each outer iteration,
an effective lower bound to SEEp is constructed following the successive inner approxi-
mation (SIA) method [196], applying the inequality

−log |X| ≥ −log |Y|+ tr
(
Y−1 (Y −X)

)
(4.21)

as the first-order Taylor approximation of the convex terms −log |·| in (4.20) at the
point Y. Please note that via the elimination of the convex terms from the numerator,
the proposed lower bound holds a concave over affine fractional structure, which is a
psedu-concave function [197]. Hence, in the inner loop, the well-known Dinkelbach’s
algorithm [198] can be applied to iteratively maximize the obtained lower bound. The
proposed SUIAP algorithm, for the lth outer iteration and kth inner iteration is hence
formulated as

max
Q[k,l]

˜SEEp
(
Q[k,l],Q[0,l], λ[k,l]

)
(4.22a)

s.t. (4.19b), (4.19c), (4.19d), (4.22b)

where Q := {Qa,Wa,Wb}, ˜SEEp is defined in (4.18), λ is an auxiliary variable, and
Σ[k,l]
b ,Σ[k,l]

e are calculated from (4.8), (4.9) at the iteration instance represented by k, l.

It is observed that ˜SEEp is a jointly concave function over Q[k,l]
a ,W[k,l]

a ,W[k,l]
b for a fixed

λ[k,l]. In particular, the maximization over Q[k,l] is efficiently implemented via the MAX-
DET algorithm, see [158]. Afterwards, in each inner algorithm iteration, the value of
λ[k,l] is uniquely updated by solving the identity

˜SEEp
(
Q[k,l],Q[0,l], λ[k,l]

)
= 0, (4.23)

see [199, Subsection 3.2], [198] for more elaboration regarding the Dinkelbach’s algo-
rithm. The defined algorithm steps, both outer and inner loop iterations, are continued
until a jointly stable point is obtained, see Algorithm 8 for more details.
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4.3.2 Convergence

It is observed that the proposed steps in the inner loop lead to a necessary convergence,
due to the monotonically increasing update of λ and the fact that a feasible value of
λ is bounded from above. Moreover, it is proven in [199, Proposition 3.2] that for the
studied concave-over-affine fractional structure, the converging point of the Dinkelbach’s
algorithm is indeed the global optimum point. The global optimality result of the inner
loop iterations also results in a necessary convergence in the outer loop, by ensuring a
monotonic improvement. Please note that the obtained lower bound via the utilization
of (4.21) is a tight and global lower bound to SEEp. Moreover, it shares the same slope
as the SEEp function at the point of approximation. The aforementioned properties, and
the fact that inner iterations are solved to the optimality, results in the convergence
of the outer loop iterations to a point satisfying the KKT conditions of the original
problem, see [196, Theorem 1]. However, the converging KKT point of the original
problem is not necessarily the global optimum. This optimality gap is numerically
analyzed in Section 4.6 by examining multiple initializations.

4.3.3 Initialization

In order to obtain an efficient initialization we separate the design of spatial beams and
power allocation for different transmissions, thereby obtaining a low-complexity but
sub-optimal solution. In the first step the spatial beams are designed to maximize the
ratio of the desired received power, to the distortion-plus-leakage power. Afterwards,
the transmitted power is adjusted for each transmission, with the goal of maximizing
the resulting SEE. The detailed initialization procedure is given in [200].

4.3.4 Computational complexity

Each outer iteration consists of the calculation of Σ[0,l]
b and Σ[0,l]

e + HaeQ[0,l]
a HH

ae via
(4.8), (4.9), and the inverse terms via Cholesky decomposition incurring in total

O
(
γout

(
M3

E +M3
B +NAMB (4MB +NA) + 5NAME(NA

+ME) +NBMB (2NB + 4MB) + 4NBME (ME +NB)
))

arithmetic operations [201], where γin (γout) is the total number of the required inner
(outer) iterations until convergence. However, the computational complexity of the
algorithm is dominated by the steps of the determinant maximization in the inner loop,
see Algorithm 8, Step 8. A general form of a MAX-DET problem is defined as

min
z

pTz + log
∣∣∣Y(z)−1

∣∣∣ , s.t. Y(z) � 0, F(z) � 0, (4.24)
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where z ∈ Rn, and Y(z) ∈ RnY ×nY := Y0 + ∑n
i=1 ziYi and F(z) ∈ RnF×nF := F0 +∑n

i=1 ziFi. An upper bound to the computational complexity of the above problem is
given as

O
(
γin
√
n
(
n2 + n2

Y

)
n2
F

)
, (4.25)

see [158, Section 10]. In our problem n = 2N2
A + N2

B representing the dimension of
real valued scalar variable space, and nY = 2MB + 2ME and nF = 2NB + 4NA + 2,
representing the dimension of the determinant operation and the constraints space,
respectively.

Remark

The above analysis intends to show how the bounds on computational complexity are
related to different problem dimensions. Nevertheless, the computational load may vary
in practice, depending on the implementation and the used numerical solver. Further-
more, the overall algorithm complexity also depends on the number of optimization
iterations required to obtain convergence. Please see Section 4.6 for a numerical analy-
sis on the convergence behavior, as well as the algorithm computational complexity.

Algorithm 8 Successive inner approximation algorithm (SUIAP) for SEE maximization. Cmin (λmin) represents
the convergence threshold for the outer (inner) iterations.
1: l, k ← 0;
2: λ[0,0] ← 0,Q[0,0] ← Subsection 4.3.3; . initialization
3: repeat . outer loop
4: l← l + 1; λ[0,l] ← λ[k,l−1]; Q[0,l] ← Q[k,l−1];
5: k ← 0,
6: repeat . inner loop (Dinkelbach alg.)
7: k ← k + 1;
8: Q[k,l] ← MAX-DET [158], see (4.22);
9: C ← ˜SEEp

(
Q[k,l],Q[0,l], λ[k−1,l]) ; λ[k,l] ← (4.23);

10: until C ≤ Cmin
11: until λ[k,l] − λ[0,l] ≤ λmin
12: return

{
Q[k,l], λ[k−1,l]}

4.4 Secure Bidirectional Communication: Joint
Full-Duplex Operation at Alice and Bob

In this part we study the case that a bidirectional communication is established between
Alice and Bob, where both Alice and Bob are enabled with FD capability. An FD
bidirectional setup is interesting as it enables the usage of the same channel for both
communication directions, and leads to a higher spectral efficiency [32]. Moreover,
the jamming power at both Alice and Bob can be reused to improve security at both
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directions4 and potentially improve the resulting SEE. However, the coexistence of
the multiple signal transmissions on a single channel results in a higher number of
interference paths, which calls for a smart design regarding the signal and jamming
transmit strategies at Alice and Bob.

In order to update the defined setup to a bidirectional one, we denote the number of
receive antennas, and the self-interference channel at Alice as MA, Haa, respectively.
Moreover, we denote that the data transmission from Bob as qb ∼ CN (0NB ,Qb). Fol-
lowing the same signal model for the transmission of data and jamming signals as in
(4.1) - (4.12), the received interference-plus-noise covariance matrix at Bob and Eve are
updated respectively as

ΣBD
b = Σb + κbHbbdiag (Qb) HH

bb + βbdiag
(
HbbQbHH

bb

)
, (4.26)

ΣBD
e = Σe + κbHbediag (Qb) HH

be, (4.27)

where Σb,Σe are given from (4.8), (4.9). Please note that in the formulation of (4.27) we
consider a worst-case scenario where the interference on Eve, due to the transmission of
data signals, i.e., qa and qb, can be decoded [202]. Similarly, the received interference-
plus-noise signal covariance at Alice is written as

ΣBD
a = HbaWbHH

ba + σ2
n,aIMA

+ κbHbadiag (Qb + Wb) HH
ba + κaHaadiag (Wa + Qa) HH

aa

+ βadiag
(
Hba (Qb + Wb) HH

ba + Haa (Wa + Qa) HH
aa + σ2

n,aIMA

)
, (4.28)

where βa ∈ R+ is the distortion coefficient for the reception at Alice, and σ2
n,a represents

the thermal noise variance at Alice. The SEE for the defined BD system is then obtained
as

SEEBD =

{
C̃ab

}+
+
{
C̃ba

}+

Ptot
, (4.29)

where C̃ab is obtained by applying (4.26), (4.27) into (4.17), and

C̃ba = log
∣∣∣∣I + HbaQbHH

ba

(
ΣBD
a

)−1
∣∣∣∣− log

∣∣∣∣I + HbeQbHH
be

(
ΣBD
e

)−1
∣∣∣∣, (4.30)

is defined similar to (4.16) but for the opposite direction.

Lemma 4.4.1. The values C̃ab and C̃ba in the numerator of (4.29) are non-negative for
an optimal choice of Qa,Qb, under some mild practical assumptions.

Proof. The proof is obtained via contradiction, assuming that an optimal choice of
Qa results in a negative C̃ab5. A feasible, non-negative value of C̃ab can be obtained

4This is since the jamming sent to Eve from each single node degrades Eves reception quality from
both communication directions.

5The proof for Qb, C̃ba for the opposite direction can be obtained similarly.
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by setting Qa = 0. Note that this choice reduces the residual self-interference terms,
i.e., κaHaadiag (Qa) HH

aa +βadiag
(
HaaQaHH

aa

)
, which impacts C̃ba positively. Conver-

sely, it eliminates the received distortion terms at Eve, i.e., κaHaediag (Qa) HH
ae, hence

impacting C̃ba in the degrading direction. However, this degradation is negligible consi-
dering κa � 1, and ‖Hae‖F � ‖Haa‖F which are common assumptions for any practical
implementation of an FD transceiver6. This concludes that a non-negative value of C̃ba
holds at the optimality under some mild practical assumptions.

4.4.1 Extended SUIAP for bidirectional-SEE maximization

In the first step we remove the nonlinear operator {}+ from the numerator of (4.29),
following the result of Lemma 4.4.1, hence turning the BD-SEE objective into a DC
over affine fraction. Moreover, it is observed that the SEEBD maximization holds a
similar mathematical structure in relation to the transmit covariance matrices, i.e.,
QX ,WX , X ∈ {a, b} as addressed for (4.19). Hence, a similar procedure as in the SUIAP
algorithm is employed to obtain an optimal solution, with a guaranteed convergence to
a point satisfying KKT conditions. The computational complexity of each Dinkelbach
step is obtained similar to (4.25), where n = 2N2

A + 2N2
B, nY = 2MB + 2MA + 2ME and

nF = 4NB + 4NA + 2.

4.5 Secrecy Energy Efficiency Maximization with
Statistical CSI

It is usually challenging to obtain an accurate estimate of Hae and Hbe due to the lack
of collaboration from Eve and mobility. In this part, we consider the case where the
channel matrices are known only partially, i.e., only a statistical knowledge of Hae,Hbe

is available, considering a similar setup as defined in Section 4.2. An optimization
problem for maximizing the statistical expectation of SEE is written as

max
Q

EHae,Hbe
{SEE (Q)} (4.31a)

s.t. (4.19b), (4.19c), (4.19d). (4.31b)

It is worth mentioning that the consideration of statistical CSI on secrecy capacity with
single antenna receivers is studied in [191], considering a fast-fading channel case and
extended for SEE maximization in [192], assuming HD operation of the nodes. In this
work, we consider a more general case, where the channel to Eve may be stationary but

6This is since the self-interference channel is much stronger than the communication channels, up to
100 dB, due to the proximity of the transmit and receiver chains on the same device [32]. Moreover,
the power of the transmit noise is much smaller than the actually transmitted signal, in the margin
of 40− 60 dB, see [2].
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not accurately known due to the lack of collaboration from Eve. In order to turn (4.31)
into a tractable form we write

EHae,Hbe
{SEE} =

EHae,Hbe

{{
C̃ab (Q)

}+
}

Ptot (Q) ≈
1
|GC |

∑
i∈GC

{
C̃s,i (Q)

}+

Ptot (Q) =: SAA (Q) ,

(4.32)

where the latter is obtained via sample average approximation (SAA) [193], such that
the equality holds for |GC | → ∞, GC being the index set of the sampled channel rea-
lizations. Moreover, C̃s,i (Q) := C̃ab (Q,Hae,i,Hbe,i) where Hae,i,Hbe,i represent the i-th
realization of the channel matrices drawn from the given distributions. The approxi-
mated problem is hence expressed as

max
Q

SAA (Q) s.t. (4.19b), (4.19c), (4.19d). (4.33)

Note that the above formulation is still challenging due to three reasons. Firstly, while
the application of SAA turns the statistical expectation into a linear sum for any ar-
bitrary channel distribution, it results in a high computational complexity as |GC |
increases. This calls for a smart choice of |GC |, compromising accuracy with algorithm
complexity. Secondly, unlike the scenario with perfect CSI and also the case presented
in [191, 192] considering a fast fading channel situation, the {}+ operation may not be
ignored. This is since some of the channel realizations may result in a negative C̃s, while
the statistical expectation remains effectively positive. And third, similar to the stu-
died problem in (4.19), the above objective presents a non-concave over affine fractional
program which is not tractable in general.

4.5.1 Successive selection and statistical lower bound
maximization

In order to address the aforementioned challenges, we propose a successive selection
and statistical lower bound maximization (SSSLM) algorithm, which converges to a
stationary point of (4.33). Please note that in contrast to Subsection 4.3.1, the operating
objective in this part is not a differentiable one, hence invalidating the arguments given
by SIA [196]. In this regard we follow a variation of SIA, i.e., the successive upper-bound
minimization (SUM) method [194], generalizing the convergence arguments in SIA-
based methods for non-smooth problems. The proposed SSSLM algorithm is composed
of three nested loops; separation of the SAA into smooth and non-smooth parts at the
outer loop, construction of an effective lower bound to SAA as the intermediate loop,
and maximization of the constructed bound in the inner loop. A detailed description
of the algorithm steps is given in the following.
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Initialization

The algorithm starts by generating the channel instances Hae,i,Hbe,i,∀i ∈ GC , drawn
from the known statistical distribution of the channels. The number of channel realiza-
tions, i.e., |GC |, should be chosen large enough to capture the channel statistics in SAA
with adequate accuracy, however, should be kept small to reduce computational com-
plexity. The analytical expression for the choice of |GC | is given in [203, Theorem 5.18],
depending on the required statistical accuracy and the given probability distribution.
For the initialization of Q, we follow the approximation

EHae,Hbe
{SEE (Q,Hae,Hbe)} ≈ SEE (Q,E {Hae} ,E {Hbe}) , (4.34)

where the expectations E {Hae} ,E {Hbe} are obtained from the statistical distribution
of the channels. Note that the right side of the approximation corresponds to the
objective addressed in Subsection 4.3.1, where SUAIP algorithm is applied to obtain an
optimal solution. The obtained solution from SUAIP is then used as an initialization
to the SSSLM algorithm.

Outer loop

In each outer iteration, the objective is decomposed as

SAA (Q) =
∑
i∈GC1

{
C̃s,i (Q)

}+
+∑

i∈GC2

{
C̃s,i (Q)

}+

|GC |Ptot (Q) (4.35)

by separating the set of channel realizations into the disjoint sets GC1 and GC2 , such
that GC = GC1 ∪GC2 . In particular, the set GC1 is updated in each outer iteration as

G(new)
C1 ←

{
∀i | i ∈ GC1 or C̃s,i (Q) = 0

}
, (4.36)

where Q is given from the last intermediate loop, and results in the separation of
smooth and non-smooth parts of the objective in (4.35). The algorithm converges when
the constructed set GC1 does not change. As it will be elaborated, the set members in
GC1 incur a high computational complexity, but are capable of resolving the non-smooth
points by maintaining the same directional derivative as to SAA. On the other hand,
the set members in GC2 are resolved with lower computational complexity, however,
they are not capable of handling non-smooth situations.

Intermediate loop

In each intermediate iteration a lower bound is constructed from the original objective
SAA, namely SAALB, using the value of Q from the last inner loop, i.e., Q0. In order
to construct SAALB we undertake three steps. Firstly, the operator {}+ is removed
from SAA for i ∈ GC2 , which results in a global lower bound. Secondly, concave and
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tight lower bounds of the functions C̃s,i are constructed at the point Q0, denoted as
Ĉs,i (Q,Q0), by applying the inequality (4.21) on the convex parts. Please note that the
values of C̃s,i may be negative at Q0 for some i ∈ GC2 , resulting in a bias to the original
objective. In order to obtain a tight lower bound, we define the set

GC+
2

:=
{
∀i | i ∈ GC2 , C̃s,i (Q0) ≥ 0

}
, (4.37)

representing the subset of channel realizations resulting in a non-negative C̃s,i at Q0.
The corresponding lower bound function is then obtained as

SAALB (Q,Q0) :=

∑
i∈GC1

{
Ĉs,i (Q,Q0)

}+
+∑

i∈G
C+

2
Ĉs,i (Q,Q0)

|GC |Ptot (Q) . (4.38)

It can be verified that the constructed lower bound is tight at the point of approximation,
i.e., SAA (Q0) = SAALB (Q0,Q0), see Appendix 7. The obtained lower bound is then
optimally maximized in the inner loop. The iterations of the intermediate loop converge
when Q0, and hence SAALB, does not change in subsequent intermediate iterations.

Inner loop

The inner loop is dedicated to optimally maximize SAALB, under the original problem
constrains (4.33). Note that the SAALB is not tractable in the current form, due to
the {}+ operation. In order to obtain the optimum solution we equivalently write the
maximization problem in the inner loop as

max
ai∈{0,1},i∈GC1

max
Q

SAALB, s.t. (4.19b), (4.19c), (4.19d), (4.39)

where SAALB is obtained by replacing the terms
{
Ĉs,i

}+
in (4.38) by aiĈs,i. Please note

that for fixed values of ai, i ∈ GC1 , the function SAALB is a concave over affine fraction,
and can be maximized to optimality via the application of the Dinkelbach algorithm.
Hence (4.39) can be solved by repeating the Dinkelbach algorithm for all 2|GC1 | possible
combinations of ai, i ∈ GC1 , however, requiring a large number of Dinkelbach iterations.
The optimization problem corresponding to the k-th inner iteration is expressed as

max
a[k]∈A[k]

max
Q[k]

SAALB

(
Q[k],Q[0], a[k]

)
− λ[k−1]Ptot

(
Q[k]

)
(4.40a)

s.t. (4.19b), (4.19c), (4.19d). (4.40b)

where SAALB is the numerator in SAALB, and Q[0] is the point for the construction of
SAALB, given from the intermediate loop. Moreover, the vector a ∈ {0, 1}|GC1 | stacks
the values of ai,∀i ∈ GC1 , and A[k] ⊂ {0, 1}|GC1 |. It is observed that for a given a[k]

and λ[k−1], (4.40) is a jointly convex optimization problem, and is solved to optimality
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via MAX-DET algorithm [158]. Hence, the optimum a[k] and Q[k] are obtained by
repeating the MAX-DET algorithm for all combinations a[k] ∈ A[k]. The value of λ is
then updated by applying the obtained Q[k] and a[k] as

λ[k] = SAALB

(
Q[k],Q[0], a[k]

)
/Ptot

(
Q[k]

)
. (4.41)

Please note that the set A[k], is initialized as {0, 1}|GC1 | but is reduced in each iteration.
The following lemma clarifies this reduction.
Lemma 4.5.1. Let gk(a0) be the optimal value of the objective (4.40) at inner iteration
k, for the given combination a[k] = a0. Then, if gk(a0) is negative, then the combination
a0 will not be an optimum combination.

Proof. Due to the monotonic improvement of λ in every iteration, and the fact that
Ptot ≥ 0, the value of gk(a0) will never improve after further iterations. This also results
in a negative value of gk(a0) at the optimality. Since at least one of the combinations
a ∈ {0, 1}|GC1 | equalizes the objective to zero at the optimality, the combination a0 will
never be optimal.

As a result of Lemma 4.5.1, once a combination a0 results in a negative value of the
objective, then it is safely removed from A for the next iteration, see Algorithm 9. Note
that the above process reduces the required computational complexity, compared to
separately applying the Dinkelbach method on all combinations, in two ways. Firstly,
the parameter λ is only updated jointly, for all combinations a ∈ A. Secondly, the
monotonic reduction in |A| in each iteration results in a smaller computational demand
in finding the solution to (4.40).

Convergence

The proposed SSSLM algorithm converges to a stationary point of the optimization
problem (4.33). In order to observe this, we first verify the convergence of the algorithm.
Afterwards, we show that the converging point is also a stationary point of (4.33).

It is observed that the constructed lower bound in each step of the intermediate loop
is maximized to the optimality via the application of the Dinkelbach algorithm. On
the other hand, after the construction of the new lower bound in each intermediate
iteration, the value of SAALB(Q) experiences an improvement. This is grounded on
the re-calculation of Ĉs,i at the point of approximation, and elimination of the channel
instances from GC2 which result in a negative C̃s,i. Since the both aforementioned
updates result in a monotonic improvement of SAALB(Q) and as the SAA is bounded
from above, the iterations of inner and intermediate loop will result in a necessary
convergence. The convergence of the intermediate loop subsequently results in the
necessary convergence of the outer loop, due to the monotonic increase of |GC1 | after
each outer iteration, and the fact that |GC1 | ≤ |GC |.
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In order to argue the properties of the converging point on the original objective, we
observe that neither the SAA nor SAALB(Q) are necessarily differentiable at the point
of convergence. This invalidates the convergence arguments used for SUAIP algorithm
from [196]. In this regard, we follow the guidelines given by SUM method [194], ge-
neralizing the convergence arguments in SIA-based methods for non-smooth problems.

Lemma 4.5.2. Let Q? be a solution of SSSLM. Then the function SAA, i.e., original
problem objective, and SAALB, i.e., the constructed lower bound at the last intermediate
iteration, are tight and share the same directional derivatives at Q?.

Proof. See Appendix 7.

The results of Lemma 4.5.2, together with the fact that SAALB(Q) ≤ SAA(Q) for
any feasible Q, jointly satisfy the required assumption set [194, Assumption 1], and
guarantee that the obtained converging point is indeed a stationary point of the original
problem.

Computational complexity

The computational complexity of the algorithm is dominated by the maximization defi-
ned in (4.40), solved via the MAX-DET algorithm in each inner iteration. The associa-
ted arithmetic complexity is hence upper-bounded similar to (4.25), where γin ∝ 2|GC1 |,
n = 2N2

A+N2
B, nY = |GC |(2MB + 2ME), nF = 4NA+ 2NB + 2. The performance of the

proposed SSSLM algorithm in terms of the computational complexity and convergence
behavior is further studied in Subsection 4.6.1 via numerical simulations.

Algorithm 9 SEE maximization using statistical CSI, via successive selection and statistical lower
bound maximization (SSSLM). Cmin (λmin) represents the convergence threshold for the intermediate
(inner) iterations.
1: k, l,m, λ[0,0,0] ← 0; G[0]

C1
← ∅; GC ,Q[0,0,0] ← Subsection 4.5.1; . initialize

2: repeat . outer loop
3: m← m+ 1; λ[0,0,m] ← λ[k,l,m−1]; Q[0,0,m] ← Q[k,l,m−1]; G[m]

C1
← (4.36); l← 0;

4: repeat . intermediate loop
5: l← l + 1; G

C+
2
← (4.37); SAALB ← (4.38);

6: repeat . inner loop
7: k ← k + 1;

{
Q[k,l,m], λ[k,l,m]

}
← Dinkelbach’s alg. (4.40)-(4.41);

8: until (4.40a) ≤ Cmin
9: until λ[k,l,m] − λ[0,l,m] ≤ λmin
10: until G[m]

C1
= G[m−1]

C1

11: return
{
Q[k,l,m], λ[k,l,m]

}
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Figure 4.2: Numerical algorithm analysis in terms of the average convergence behavior,
initialization, and computational complexity.

4.6 Simulation Results

In this section, the performance of the studied MIMOME system is evaluated in terms
of the resulting SEE via numerical simulations7. In particular, we are interested in
a comparison between the performance of an FD-enabled setup, with the case where
all nodes operate in HD mode. Moreover, the evaluation of the proposed SEE-specific
designs is of interest compared to the available designs, which target the maximization
of the system’s secrecy capacity. We assume that all communication channels follow
a Rayleigh flat-fading model with variance ρX = ρ̄/d2

X , where dX is the link distance
and depends on the simulated geometry, and X ∈ {ab, ba, ae, be}. Moreover, in case
that only a statistical CSI is available for the channels to Eve, it is assumed assume
that HX = √ρX

(
DX H̄X + H̃X

)
, X ∈ {ae, be}, where √ρX H̃X is the known channel

estimate following a Rayleigh distribution with variance ρX , and
√
ρXDX H̄X is the es-

7I would like to thank my former student M.Sc. Peter Neuhaus for his help in running the numerical
simulations regarding the Algorithms 8-9.
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timation error where D enforces the receive-side spatial correlation, and H̄X includes
independent and identically distributed (i.i.d.) Gaussian elements with unit variance.
For the self-interference channels, the characterization reported in [146] is followed. In
this respect, we have Hbb ∼ CN

(√
ρsiKR
1+KRH0,

ρsi
1+KR IMB

⊗ INB
)
, where ρsi represents the

self-interference channel strength, H0 is a deterministic term8, and KR is the Rician
coefficient. The statistics of the self-interference channel on Alice, i.e., Haa, is defined
similarly. The resulting system SEE is evaluated by employing different design strate-
gies, and averaged over 100 channel realizations. Unless otherwise is stated, the default
simulated setup is defined as follows: Pmax := PX ,max = 0dB, P0 := PX ,0 = −20dB,
µ := µX = 0.9, κ := κX = βX = −40dB, N := NX = MX = 4, X ,∈ {A,B}. Moreover
we set PFD = 0, ρsi = 0dB, KR = 10, ρ̄ = −20dB, and σ2

n := σ2
na = σ2

nb = σ2
ne = −40dB.

The three nodes are equidistantly positioned with the distance equal to one9.

4.6.1 Algorithm analysis

Due to the iterative structure of the proposed algorithms and the possibility of local
optimum points, the convergence behavior of the algorithms are of high interest both
as a verification for algorithm operation as well as an indication of the required compu-
tational effort. In this part, the performance of the SUAIP and SSSLM algorithms are
studied in terms of the average convergence behavior and computational complexity.
Moreover, the impact of the choice of the algorithm initialization is evaluated.

In Fig. 4.2 (a), the average convergence behavior of the SUAIP algorithm is depicted.
As expected, a monotonic objective improvement is observed, where convergence is
achieved in 5-20 outer iterations.

In Fig. 4.2 (b), the average required CPU time is depicted10. It is observed that a higher
antenna array size results in a higher required computational complexity, associated with
larger problem dimensions. Moreover, a design with an FD-enabled jamming results
in a higher CPU time, due to the additional problem complexity associated with the
choice of jamming strategy and RSI.

In Figs. 4.2 (c)-(d), the impact of the proposed initializations for the SUAIP and SSSLM
algorithms are depicted. In Fig. 4.2 (c) it is observed that for the SUIAP algorithm,
the proposed initialization in Subsection 4.3.3 reaches close to the benchmark perfor-
mance11. For the SSSLM algorithm, the situation is prone to more randomness. This is

8For simplicity, we choose H0 as a matrix of all-1 elements.
9We consider unit-less parameters to preserve a general framework. However, the obtained SEE values
can be interpreted as the number of securely communicated bits per-Hz per-Joule, assuming the
power values are in Watt.

10The reported CPU time is obtained using an Intel Core i5 3320M processor with the clock rate of
2.6 Giga Hertz (GHz) and 8 Giga bytes (GB) of RAM. As software platform, CVX [204] is used
together with MATLAB 2013a on a 64-bit operating system.

11The benchmark performance is obtained by repeating the algorithm with several random initializa-
tions, and choosing the highest obtained SEE.
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since, in addition to the choice of the algorithm initialization, the solution is dependent
on the generated channel realizations used in the construction of SAA, see (4.32). In
this regard, the resulting cumulative distribution function (CDF) of the resulting SEE
values is depicted in Fig. 4.2 (d), by examining 100 instances of the SSSLM algorithm.
It is observed that the resulting average SEE differs for different solution instances,
however, within 2 − 3% of the relative difference. This value is smaller for a system
with HD nodes, due to the absence of FD jamming and the impact of RSI which results
in a simpler problem structure.

4.6.2 Performance comparison

In this part, the SEE performance of the FD-enabled system is evaluated via the ap-
plication of the proposed SUAIP and SSSLM algorithms, and under different system
conditions. In particular, we are interested in a comparison between the performance of
an FD-enabled setup, compared to the case where all nodes operate in HD mode. Mo-
reover, the evaluation of the proposed SEE-specific designs is of interest, in comparison
to the available designs which target the maximization of the system’s secrecy capacity.
The following benchmarks are hence implemented to provide a meaningful comparison.

• SEE-FD: The proposed SUAIP (SSSLM) algorithm is implemented using the
exact (statistical) CSI, where Bob is capable of FD operation.

• SEE-HD: Similar to SEE-FD, but with restricting the operation of the nodes to
the HD mode.

• CS-FD: The design with the intention of maximizing secrecy capacity. Bob is
capable of FD operation.

• CS-HD: Similar to CS-FD, but with restricting the operation of the nodes to the
HD mode.

FD-enabled jamming with exact CSI

In Figs. 4.3 (a)-(h), the average SEE performance of the defined benchmarks are eva-
luated assuming the availability of perfect CSI and FD operation at Bob. Hence, both
Alice and Bob are simultaneously capable of transmitting AN, see Fig. 4.1.

In Fig. 4.3 (a), the impact of thermal noise variance is depicted. It is observed that a
higher σ2

n results in a smaller SEE both for FD and HD setups. Moreover, a marginal
gain for FD setup is obtained compared to the HD setup, if the noise variance is low.
This is expected, since FD jamming becomes less effective when Eve is already distorted
with a high thermal noise power.

In Fig. 4.3 (b), the impact of the available transmit power budget (Pmax) for each
transceiver is depicted. It is observed that for small values of Pmax, the resulting SEE
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is monotonically increasing with an increase in Pmax. Moreover, the performance of the
benchmark algorithms essentially converge for small values of Pmax. This is grounded in
the fact that for a system with low SNR condition, the positive impact of FD jamming
disappears as observed from Fig. 4.3 (a). Conversely, for large values of Pmax, the
traditional designs result in a rapid decrease of SEE, where the proposed SUAIP method
converges to a constant value. This is expected, since the designs with the target of
maximizing the secrecy rate utilize the maximum available power budget, resulting in
a sever degradation of SEE. Moreover, a visible gain is observed with the application of
an FD jammer for a high Pmax region. Due to a high Pmax, the link from Alice to Eve
also enjoys a better SNR condition, which justifies the application of an FD jammer.

In Fig. 4.3 (c), the impact of transceiver accuracy is depicted. As expected, a higher
value of κ results in a smaller achievable SEE, both in HD and FD setups. Moreover,
it is observed that FD jamming can be beneficial only for a system with an accurate
hardware operation, due to the impact of RSI. However, it is observed that targeting
SEE as the design objective results in a significant energy efficiency gain, compared to
the traditional designs which target the maximization of secrecy rate.

In Fig. 4.3 (d), the impact of Eve’s distance to Alice (dE) is depicted. It is assumed that
three nodes are positioned in a line with a total Alice-Bob distance of 100, where Eve is
positioned in between. It is observed that the system SEE increases as dE increase, and
Eve gets closer to Bob. Moreover, the application of FD jamming becomes beneficial
only when Eve is located in a close distance to Bob, and hence the channel between
Bob and Eve, i.e., the jamming channel, is strong.

In Figs. 4.3 (e) the impact of the number of antenna elements at Eve (ME) is depicted.
As expected, a larger ME results in a reduced SEE as it results in a stronger Alice-Eve
channel. Moreover, the application of an FD jammer becomes gainful for higher values
of ME, in order to counteract the improved Eve reception capability.

In Figs. 4.3 (f)-(h), the impact of the transceiver’s power efficiency is evaluated on the
resulting system SEE. In particular, the impact of the zero-state power consumption
(P0) and PA efficiency (µ) are depicted respectively in Figs. 4.3 (f) and (g). The impact
of the additional power consumption for SIC (PFD) on the system SEE is depicted for
different noise regimes in Fig. 4.3 (h), where the constant lines represent the SEE for the
HD setup. It is observed that higher (lower) values of µ (P0, PFD) result in a higher SEE.
Moreover, it is observed that a marginal gain with the application of an FD jammer
is obtained for a high µ, and a small PFD conditions. This is expected, since a small
(large) value of µ (PFD) results in a bigger waste of power when using an FD jamming
strategy.

Secure bidirectional communication

In Fig. 4.4, a system with a bidirectional secure communication between Alice and Bob
is studied. In particular, a joint FD operation at Alice and Bob is considered which
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enables jamming and communication simultaneously at both directions. Two scenarios
are considered regarding the decoding capability at Eve: i) Eve treats interference from
the non-intended information path as noise, and ii) Eve is capable of decoding, and
hence reducing, the received signal from the non-intended information link. Moreover,
a setup with a HD Bob and a HD Alice is also evaluated, where TDD or FDD is
employed in order to facilitate a bidirectional communication.

It is observed that the resulting SEE increases with Pmax, however, saturates for high
values of maximum transmit power. Moreover, it is observed that a joint FD operation
is capable of enhancing the system SEE, with a considerable margin, in the studied bidi-
rectional setup. This is since, due to the coexistence of both communication directions
on the same channel the jamming power is reused for both communication directions,
leading to a higher SEE compared to the HD setup. Moreover, the Eve’s decoding
capability is further decreased in the FD setup considering the scenario (i), due to the
existence of two information links at the same channel.

FD-enabled jamming with statistical CSI

In Fig. 4.5, the CDF of the resulting SEE is evaluated via the application of SSSLM
algorithm on 100 problem instances12, where only a statistical CSI is available for the
channels to Eve. We choose |GC | = 100 in the construction of SAA, see Section 4.5, in
order to limit the required computational effort. The CDF of the resulting SEE is then
evaluated via the utilization of 10000 channel realizations for each problem instance,
following the statistical distribution defined in the beginning of the current section and
choosing DX as a matrix of all-1 elements.
In Fig. 4.5 (a), the performance of the SSSLM algorithm is compared to the case where
the SUIAP algorithm is applied directly on the channel estimates, obtained from the gi-
ven distribution. It is observed that a significant gain is obtained by taking into account
the full channel statistics, however, at the expense of a higher computational complex-
ity. Moreover, the superior SEE performance of the SEE specific design, compared to
the secrecy rate maximizing design is observable.

In Figs. 4.5 (b)-(d) the CDF of the resulting SEE is evaluated for different levels of
thermal noise (σ2

n), hardware inaccuracy (κ), and the PA efficiency (µ). Similar to
the observed trends for the scenario where exact CSI is available, a marginal gain is
observed in the resulting SEE with the application of an optimized FD jamming strategy.
In particular, the gain of the FD-enabled system is improved for a system with a high
SNR, i.e., a high transmit power budget or a low noise level, and as hardware accuracy
increases.

12Each problem instance includes a realization of Hab,Hbb.
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Figure 4.3: SEE performance of the secure communication system with exact CSI, via
the utilization of SUAIP algorithm.
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Figure 4.5: CDF of the resulting SEE under various system conditions utilizing the
SSSLM algorithm. The solid (dashed) lines represent the performance of
the FD (HD) setups in (a)-(d).
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4.7 Conclusion

The utilization of FD jamming transceivers is known to significantly enhance the secrecy
capacity of wireless communication systems, by transmitting AN while exchanging in-
formation. However, this results in a higher power consumption in the system due to i)
the degrading impact of residual self-interference on the desired communication chan-
nel, ii) the implementation of an SIC scheme at the FD transceiver, as well as iii) the
power consumed for the transmission of AN. In this chapter, we have observed that the
application of FD transceivers result only in a marginal gain in terms of secrecy energy
efficiency, for a wide range of system conditions. However, the aforementioned SEE
gain becomes significant for a system with a small distance between the FD node and
the eavesdropper, or a system operating in high SNR regimes, under the condition that
the self-interference can be effectively and efficiently mitigated. Moreover, a promising
SEE gain is observed for an FD bidirectional communication, where jamming power
can be reused for both directions. It is observed that for almost all system conditions,
the application of an SEE-aware design is essential, compared to the available designs
which target the maximization of secrecy capacity.
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5 Full-Duplex Cellular
Networking: A Minimum-Cost
Wireless Backhauling Approach

5.1 Overview

Deployment of small cell base stations (SCBSs) is a necessary paradigm to meet the
rapid increase of rate demand in the context of the fifth generation cellular wireless com-
munication networks (5G). In particular, small cells enable high capacity radio access
solutions due to the short distance coverage, facilitating a higher energy and spectral
efficiency [205]. However, the expected dense deployments of SCBS raise challenges
regarding the utilization of the already scarce spectrum resources, as well as providing
backhaul connection to the SCBS sites. In this chapter, we consider the gainful utiliza-
tion of FD capability for cellular communication systems in two ways. In the first part,
an overview on the application of FD capability in the radio access network is given,
where UL and DL connections are scheduled on the same channel, aiming at a higher
spectral efficiency. It is observed that coordination among the infrastructure nodes shall
be utilized to obtain a higher spectral efficiency, however, resulting in a higher traffic
load on the backhaul network. In the second part, we study the application of FD
wireless links as a spectrum-saving mechanism for wireless backhaul solutions, leading
to a reduced overall network cost.

5.1.1 An overview on FD wireless radio access

An FD BS is capable of accommodating the UL and DL communications at the same
channel resource, hence, showing potential to obtain a higher spectral efficiency. Howe-
ver, the coexistence of UL and DL at the same channel resource inevitably results in ad-
ditional interference paths compared to the systems operating with an HD basestation.
A summary of the fundamental interference paths for a cellular wireless communication
system operating in HD mode is depicted in Fig. 5.1. Due to the separation of UL and
DL communications into separate channel resources, the intrinsic interference paths are
limited to the inter-cell UL to BS, as well as the inter-cell BS to DL interference. In
addition to the interference paths depicted in Fig. 5.1, an FD cellular network suffers
from the interference from UL to the DL users, as well as the interference due to the BS
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co-transmissions. This includes, i) the self-interference at each FD base station node,
ii) the interference due to the simultaneous transmission and reception among adjacent
base stations, i.e., inter-BS interference, iii) interference among the uplink and downlink
directions in the same cell, i.e., intra-cell UL-DL interference and iv) interference among
the uplink and the downlink directions at the adjacent cells, i.e., inter-cell UL-DL inter-
ference, see Fig. 5.2. The aforementioned additional interference paths, if not properly
controlled, lead to the degradation of the resulting system performance and eliminating
the potential gain over the traditional HD networks. In this regard, a beamforming
and power allocation scheme is proposed in [56], considering a multiple-antenna FD
multi-cell network. In the aforementioned work, the instantaneous CSI is exploited to
control and reduce the impact of interference. However, the acquisition of a perfect CSI
is rather difficult, particularly for the paths between UL and DL users and the inter-
cell interference paths, resulting in a disadvantage for the FD system. In [50, 51, 130]
the FD capability is applied at a stand-alone BS, assuming no interference from (to)
adjacent cells. In this regard, it is observed that the deteriorating interference links can
be efficiently controlled, employing multiple antenna beamforming and resource alloca-
tion. However, the aforementioned scenario is valid for the cases where the operation of
the adjacent cells are scheduled on orthogonal channels or physically isolated. For the
scenarios with coexistence of the multiple FD BSs at the same channel, it is observed
in [47, 131, 132] that the coordination among the infrastructure nodes together with
an optimized resource allocation have the potential to enhance the spectral efficiency
compared to the HD system counterpart. In particular, an FD cloud radio access net-
work (C-RAN) is studied in [131,132], where the interference among the FD BS nodes
can be effectively mitigated due to the static inter-BS channel conditions, as well as the
exchange of transmitted signal via a backhaul connection. Moreover, the inter-cell UL
to BS, and BS-DL interference links shall be effectively mitigated, employing a joint
transmission scheme1. However, successful implementation of the proposed interference
mitigation schemes calls for a high-capacity backhaul connection, which appears to be
the next-step challenge in the realization of the future wireless cellular networks.

5.1.2 FD wireless backhaul network planning

With the expected dense deployments of SCBS, the main challenge for the operators will
be to provide backhaul solutions at a reasonable cost, in order to handle the data traffic
to (from) the core network. In this regard, application of wireless backhaul solutions
appears to be a good alternative to the traditional fiber connections due to the lower

1It is worth mentioning that studies in [50,51,56,130–132] focus on the below 6 GHz frequency bands
for the evaluation of the gains obtained via FD operation, due the existing spectral scarcity in
the aforementioned bands. The utilization of higher frequency bands, i.e., 6 − 60 GHz, enables
new potentials to mitigate the multi-cell interference which are caused due to the coexistence of
UL and DL transmission. This is both due to the higher path loss and isolation properties at the
higher frequency bands, as well as the possibility of applying larger antenna arrays which reduce
the impact of interference via beamforming.
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Figure 5.1: Intrinsic interference paths in an HD cellular network, with separation of
UL and DL communications into orthogonal channels.
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Figure 5.2: Additional interference paths emerging in an FD cellular network. UL and
DL communications co-exist at the same channel.

capital expenditure and ease of deployment [206]. However, wireless backhaul links are
known to suffer from occasional failure and degradation due to blockage and weather
conditions, limited information capacity compared to the traditional fiber connections,
as well as the additional consumption of energy and spectrum. In order to overcome
the aforementioned drawbacks, several works have been dedicated to the efficient design
of the wireless backhaul networks from the aspects of link and topology planning and
resource allocation [207–217], as well as exploring promising technologies with the goal of
enhancing the performance of the traditional LOS point-to-point microwave links. This
includes, e.g., establishment of non-LOS links for resolving blockage situations [218,219],
or technologies with the potential to enhance spectrum utilization, e.g., operating in
unlicensed millimeter-wave bands [220], optical links [221], as well as the realization
of in-band backhauling, i.e., the co-existence of access and backhaul links at the same
channel [91–95,222]. In particular, utilization of the FD capability at wireless backhaul
links is presented as a promising use case, due to the zero-mobility conditions and
the utilization of directive antennas, hence showing a potential to reduce the cost of
spectrum [1].
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5.1.3 Related works

Wireless backhaul planning

The efficient planning of a wireless access network has been the focus of several recent
works [215]. In this regard, the first step is to determine the location and the required
number of SCBS sites, considering the available resources from the operator, distribution
of users, as well as the expected rate demands [223–225]. A proximity-based clustering
method is proposed in [217], associating the groups of given SCBS sites to the available
root node, i.e., a gateway node to the core network via fiber connection. Once the
clusters of SCBS are identified in association with the root nodes, the remaining task is
to optimally plan the backhauling network within each cluster. This includes the choice
of the links to be established, identifying the network topology, as well as the link
specifications, e.g., link technology and the operating frequency bands. In this regard,
the problem of backhaul topology planning and optimization has been addressed with
the considerations of energy efficiency [206,211,212], overall network cost [210,213–216],
delay performance [226], as well as reliability and fault tolerance [207–210]. The problem
of resource allocation and frequency planning for a network with a fixed topology is
studied in [227,228]. In the recent works [214,215] a multi-objective design is considered,
accounting for the impact of interference, delay, and system throughput. However,
the aforementioned works are not yet extended for a joint frequency and topology
wireless backhaul planning, which is essential for the scenarios with the high impact of
interference, e.g., dense urban deployment, or the scenarios considering the coexistence
of backhaul and access networks within the same spectrum.

FD-enabled backhauling

In [222] the performance of an FD in-band backhauling system is analyzed by means
of stochastic geometry, where the superior performance of an FD-enabled system is
observed compared to the HD counterparts. An adaptive FD/HD backhauling system
is studied in [95] where FD in-band backhauling is used in a two-tier star topology.
The aforementioned system is also extended with the considerations of system sum-rate
analysis and optimization [94], and minimum-cost resource allocation [93]. In [91,92], a
flexible frame structure is used to jointly optimize the access and backhaul parameters.
In all of the aforementioned works, the FD capability is considered on a single backhaul-
access link, or on a given star topology.

5.1.4 Chapter outline and contributions

In this chapter we address the joint topology design and resource allocation in a wi-
reless backhaul network where FD capability is enabled at the wireless links, with the
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goal of minimizing the collective network cost. The contributions of this chapter are
summarized as follows:

• In contrast to [91–95] where FD capability is utilized to enable in-band back-
hauling in single backhaul link or a fixed star topology, we consider a general
topology with the co-existence of multiple backhaul and access links on the same
channel. However, this calls for an efficient interference management scheme. In
order to facilitate this, we consider a framework where the interference conditions
for backhaul-to-access, as well as the backhaul-backhaul links can be obtained via
the utilization of a wave propagation simulator, suited for dense urban scenarios
where relatively accurate environment information is available [229, 230]. This is
in contrast to the designs in [210, 213] assuming no interference from backhaul
links, or the recent works [214, 215], that simplify the impact of interference to
link crossing and low arrival angle situations.

• Unlike the connected graph approaches proposed in [210,213–216] or the frequency
planning on a fixed topology [227, 228], we jointly address the design of the net-
work topology as well as the allocation of the power and frequency resources, as
the aforementioned factors jointly impact the network interference pattern and
the resulting link throughput. In particular, this enables a flexible usage of FD
capability, when and where it is gainful. In this regard, a mixed integer-linear pro-
gram (MILP) design framework is proposed to obtain a minimum cost network
operation, complying with the required QoS as well as the operational network
constraints.

• Due to the variable nature of the network data, e.g., change of traffic load or
wireless link conditions, the networks are usually adjusted to the worst-case con-
ditions, resulting in a reduced efficiency. In this regard, we propose a SIA design
framework for adjusting the transmit power at the wireless links, with the goal of
keeping the network in compliance with the changing channel or QoS conditions.
In contrast to the introduced proactive measures in [207–210], where the network
is designed with the consideration of a possible failure, our proposed approach is a
reactive one; enabling the network to react to the partial changes with a minimal
cost.

Numerical simulations show a reduction in the network cost via the utilization of the
proposed designs, thanks to the coexistence of multiple links on the same channel due
to the FD capability. The contributions of this chapter are based on the results already
published, or under consideration for publication in [47,50,51,56,128–132].

5.2 System Model

We consider a network of backhaul nodes, including root nodes and non-root nodes,
whereby the data traffic is carried to (from) the access network from (to) the core
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Figure 5.3: Backhauling network, including wireless and wired link technologies for
small cells and fiber connections for root nodes to the core network.

network, see Fig. 5.3. Root nodes are connected to the core network via high capacity
fiber connections, whereas non-root nodes set up wireless links directed to the root
nodes, or to the other non-root nodes which relay their data traffic through the network.
The goal of the network is hence to deliver the required uplink (downlink) information
rate from (to) the non-root nodes to (from) the core network, while complying with
the operational network constraints. For each wireless link the transmit power can be
adjusted for different frequency subchannels, thereby facilitating an effective interference
control and spectrum-saving mechanism. The wireless channels associated with each
link, as well as the interference channels between different links are assumed to be
frequency-flat at each sub-channel.

5.2.1 Acquisition of network information

In order to deliver a mathematical description of the network operation, the following in-
formation is obtained via direct observations and measurements, or via post-processing
of the observable data:

Node locations

The topology of the network is partly determined by the location of the root and non-
root nodes. Moreover, based on the location of the nodes, the potential wireless links
are determined. This can be identified via the existence of a LOS between two nodes,
and that the corresponding link does not exceed a maximum distance limit [214, 215].
The set of root nodes, non-root nodes, and all nodes are respectively denoted as R,M
and N. The set of all potential links is denoted as L.
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Available spectrum

The information regarding the provisioned operational spectrum, including the spectrum
dedicated for backhaul and access are obtained. The set of all frequency subchannels,
and those used in the access network are denoted as F,Fa, respectively.

Large-scale channel parameters

The large-scale channel parameters associated with the desired and interference paths
are obtained for each potential wireless link, and used as the basis for network planning.
This includes the estimated channel strength, i.e., ratio between the transmit and receive
power at each link. Note that the exact channel information may not be obtained via
direct measurements, as all of the potential links may not exist prior to the network
planning and realization. However, the large-scale channel conditions can be estimated
at each link via the application of a wave propagation simulator [230] utilizing the used
antenna specifications as well as the related environment information, e.g., city map
and node locations. It is worth mentioning that for the studied system this process
reaches a high accuracy, considering the static wireless links with LOS connections and
almost zero mobility, which reduces the randomness. The interference channel strength
between a link and the access network, e.g., from a wireless link to a remote BS, can be
obtained by following a similar methodology. The desired channel strength associated
with the wireless backhaul link (i, j) ∈ L and the interference channel strength from
the wireless link (l, k) ∈ L to the link (i, j) are denoted as Λij,f and Γij,lk,f , respectively.
Moreover, the interference channel strength from the wireless link (i, j) to the access
network associated with node m is denoted as Ωij,m,f , where f ∈ F and i, j,m ∈ N.

SIC level

Due to the full-duplex capability, a node may transmit and receive via separate wireless
links at the same frequency, however, resulting in a strong SI. Such interference can be
reduced via the application of state of the art SIC schemes, e.g., [2, 7]. As mentioned,
a wireless backhaul link is particularly interesting for the utilization of FD capability
due to the almost zero-mobility condition and the high cost of spectrum. However,
the SIC may not be perfect due to the impact of hardware inaccuracies, as well as the
reflections from the moving objects. In this regard, the imperfect SIC can be modeled as
the attenuation factor Γij,ki,f , relating the transmission power to the resulting residual
self-interference power at the node i ∈ N and from the link (i, j) to (k, i) ∈ L.

Average processing delay

The processing delay at the intermediate nodes, denoted as di, i ∈ N, plays a dominant
role in the overall delay for the transfer of information from (to) the core network [226].
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Please note that the average processing delay can be considered as a function of the
available processing and storage resources at each node, and is assumed to be a known
information.

Power budget

The maximum transmit power at each wireless link, denoted as Pmax,ij as well as the
total consumed power at each node, denoted as Pmax,i, should be considered in the
design of network parameters. Note that the value of Pmax,ij is usually limited by the
range of the transmit chain elements, e.g., power amplifier, whereas the Pmax,i is limited
by the available power sources, e.g., when the node is battery-powered or relies on the
harvesting sources.

Required information rate

The required information rate at each node is denoted as Rul,i, representing the UL
traffic requirement, and as Rdl,i, as the DL traffic requirement, i ∈ N. The values of
Rul,i, Rdl,i can be estimated considering the number of users associated with a backhaul
node, or by learning the previous network demands.

Pre-existing links

Other than the wireless backhaul links, the network may make use of the pre-existing
wired links, e.g, pre-existing cooper connections. The available collective link capacity
from the other technologies is denoted as Cij,0, for the link (i, j) ∈ L.

Interference temperature threshold

Interference temperature threshold, denoted as Ith,k,f , gives a trade-off between the
protection of the access network against the interference from backhaul wireless links,
and the coexistence possibility for backhaul and access links at the same frequency. For
instance, it can be chosen equal to the the noise variance, i.e., keeping the interference
below the noise floor.
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5.2.2 Wireless link throughput

Once a wireless link is established, the link quality in terms of signal to interference-
plus-noise ratio (SINR) is obtained as

γij,f = Λij,fXij,f∑
(l,k)∈{L\(i,j)} Γij,lk,fXlk,f +Wij,f

, (5.1)

where Xij,f and Wij,f respectively represent the transmit power and the thermal noise
variance for the link (i, j) ∈ L at the subchannel f ∈ F. γij,f is the SINR, resulting in

Cij,f = B log2 (1 + γij,f ) , (5.2)

where B is the bandwidth of each frequency subchannel, and Cij,f is the achievable
information rate. Note that the equality (5.2) holds only for a Gaussian transmit
signaling and for an arbitrarily long coding block length, and can be otherwise treated
as an approximation.

5.2.3 Role of planning

As mentioned, each node may setup a wireless link among the identified feasible set
L, as a usual planning choice in the context of wireless backhaul planning. In this
part, we also assume that the available spectrum is divided into multiple frequency
subchannels, where the transmit power for each link can be adjusted at each frequency
subchannel. The aforementioned flexibility enables the planning algorithm with two
enhancements compared to the usual planning strategies [210, 213–216]. Firstly, an
effective interference management is enabled, regarding the interference to the other
links, the SI in the FD mode, as well as the interference to the access network. In
particular, it facilitates a proper incorporation of the FD capability by enabling different
duplexing modes which are chosen depending on the interference conditions, SIC quality,
and QoS requirements, see Fig. 5.4. Moreover, the required transmission rates can be
obtained by adjusting the transmit powers, reducing un-necessary additional costs due
to excessive spectrum and energy consumption. Note that the expressions in (5.1)-
(5.2) formulate the achievable information rate of each wireless link, given the transmit
strategies throughout the network. This is the goal of the remaining parts of this chapter
to identify how the aforementioned planning choices should be made, in order to satisfy
the network QoS requirements with a minimum overall costs.
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(a) (c)(b) (d) (e)

(f) (h)(g) (i) (j)

Figure 5.4: Possible frequency duplexing modes for wireless backhaul connections. Dif-
ferent colors represent different frequency bands. This includes the possi-
bility of multiple coexisting links at the same frequency, e.g., (a), (b), or a
complete separation of the links at different bands (j).

5.3 Minimum Cost Network Planning and
Optimization

In this part, two design strategies are proposed considering the defined wireless backhaul
network. First, a full-scale network planning and optimization method is proposed, em-
ploying an MILP framework, where the planning choices explained in Subsection 5.2.3
including the network topology, operational frequency bands, and the transmit power
of wireless links are determined in order to setup a minimum-cost wireless backhaul
network. However, this approach demands major re-configurations of the network pa-
rameters, e.g., topology, which may be only practical in the initialization phase of the
network setup. Hence, as the second design strategy, the transmit power of the wireless
links are adjusted in order to cope with slight changes in the network information, e.g.,
channel situation, SIC quality, or a slightly increased rate demand. The latter design
acts as a network re-tunning method, assuming that the major network parameters
including network topology and the functioning frequency bands are already fixed.

5.3.1 Decision variables

The following decision variables are considered as the outcome of our design, see Ta-
ble 5.1:

102



Minimum Cost Network Planning and Optimization | 5.3

Table 5.1: Set of decision variables

Set Description
P Set of the variables Xij,f , ∀(i, j) ∈ L, f ∈ F

CU(CD) Set of the variables Cul,ij(Cdl,ij),∀(i, j) ∈ L
JL(JF ) Set of the all link (subchannel) activity indicator binary variables

Transmit power Xij,f

The decision variables Xij,f , (i, j) ∈ L, f ∈ F, determine the transmit power of the
wireless links, and at each frequency band.

Used link capacity for UL (DL) Cul,ij(Cdl,ij)

These variables determine the information flow within the network, regarding the used
capacity of each link (i, j) ∈ L dedicated to UL (DL) traffic.

Auxiliary variables: link and subchannel activity indicators Jij, Jf

The binary variables Jij ∈ {0, 1} indicate the usage of the link (i, j) ∈ L, where the
binary variable Jf ∈ {0, 1} indicates the activeness of a frequency subchannel. A
wireless link (subchannel) is active iff the transmit power associated with any of the
associated subchannels (links) is non-zero.

5.3.2 Network cost model

The main required expenditures for the successful function of the wireless backhaul
network can be expressed into the following three parts:

Power consumption

The cost of power can be formulated as Wp
∑

(i,j)∈L
∑
f∈FXij,f , where Wp is the price

of power. Note that the value of Wp may be chosen with the direct consideration
of the energy market price or with an extra emphasis on energy saving in order to
reduce the consequent CO2 emissions, which is a rising criteria for the design of wireless
networks [189,190].
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Wireless links

The establishment of the wireless links is considered as one of the main capital expendi-
ture (CAPEX) of a wireless backhaul network, including the establishment of directive
antennas suitable for backhaul links, as well as the corresponding transmit and receive
chains. This can be expressed as Wl

∑
(i,j)∈L Jij, where Wl is the overall cost of establis-

hing a wireless link.

Spectrum usage

With almost all of the sub-6 GHz spectrum already utilized, obtaining a dedicated
spectrum license is considered as a major cost of a wireless network, motivating rese-
arch regarding efficient spectrum utilization as well as the usage of higher frequency
bands [220,221]. The overall cost of spectrum can be expressed as Wf

∑
f∈F\Fa Jf where

Wf represent the cost of spectrum for each frequency subchannel dedicated to backhaul.

Consequently, the collective network cost is expresses in relation to the decision variables
as

V (P, JL, JF ) = Wp

∑
(i,j)∈L

∑
f∈F

Xij,f +Wl

∑
(i,j)∈L

Jij +Wf

∑
f∈F\Fa

Jf . (5.3)

5.3.3 Constraints

Formulation of the system constraints are essential in order to ensure a feasible solution;
considering the operational limits, e.g., maximum transmit power, as well as the service
requirements, e.g., successful transportation of the required UL and DL traffic under
an acceptable delay range.

Auxiliary variables

The value of the defined auxiliary variables are inferred from the main decision variables
Xij,f , via the imposition of the following constraints:

C0: Xij,f ≥ 0,∀(i, j) ∈ L, f ∈ F,
C1:

∑
f∈F

Xij,f ≤ JijP̃max, Jij ∈ {0, 1}, ∀(i, j) ∈ L,

C2:
∑

(i,j)∈L
Xij,f ≤ Jf P̃max, Jf ∈ {0, 1}, ∀f ∈ F,

where C0 enforces the domain of the power values, and P̃max is any arbitrary upper
bound on the total network power consumption, e.g., P̃max = ∑

i∈N Pmax,i. The value of
Jij (Jf ) is 1 if any of the corresponding power values are non-zero. Moreover, they are
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forced to 0, if the corresponding link (frequency subchannel) is inactive, to reduce the
cost function.

Transmit power constraints

The per-link power constraint as well as the constraint on the power budget at each
node are respectively formulated as

C3:
∑
f∈F

Xij,f ≤ Pmax,ij, ∀(i, j) ∈ L,

C4:
∑

(i,x)∈L

∑
f∈F

Xix,f ≤ Pmax,i, ∀i ∈ N,

see Subsection 5.2.1.

Average delay constraint

Related to many applications, latency is considered as an important feature of commu-
nication quality in the context of next generation communication systems [226]. The
delay associated with the transfer of information from (to) the core network to (from)
the backhaul nodes is dominated by the processing delay, see Subsection 5.2.1. In this
regard, the average network latency is formulated in relation to the per-node delay as

C5:
∑
i∈N di

∑
(i,x)∈LCX ,ix∑

i∈NRX ,i
≤ d̄X , X ∈ {ul, dl},

where d̄ul (d̄dl) is the tolerable average UL (DL) delay.

Interference threshold on access network

The coexistence of the backhaul and access network is conditioned on complying with
the tolerable collective interference threshold Ith,l,f , see Subsection 5.2.1. This is ex-
pressed as

C6:
∑

(i,j)∈L
Ωij,l,fXij,f ≤ Ith,l,f , ∀f ∈ Fa, l ∈ N.
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Link information flow constraint

The physical information capacity on each link, including the wired and wireless con-
nections, need to be sufficient for the dedicated UL and DL information rates, i.e.,
Cul,ij, Cdl,ij. This is expressed as

C7: Cul,ij + Cdl,ij ≤ C0,ij +
∑
f∈F

Cij,f , ∀(i, j) ∈ L,

where Cij,f is related to the other variables from (5.2), and C0,ij indicates the available
link capacity via wired technologies.

Network information flow constraint

The preservation of the network information flow, separately at the root nodes and non
root nodes are formulated as

C8: Rul,i =
∑

(i,x)∈L
Cul,ix −

∑
(y,i)∈L

Cul,yi, ∀i ∈M,

C9: Rdl,i =
∑

(x,i)∈L
Cdl,xi −

∑
(i,y)∈L

Cdl,iy, ∀i ∈M,

C10:
∑
i∈M

Rul,i =
∑
i∈R

∑
(j,i)∈L

Cul,ji,

C11:
∑
i∈M

Rdl,i =
∑
i∈R

∑
(i,j)∈L

Cdl,ij,

where C8-9 indicate the flow conservation at each node, and C10-11 represent the
conservation of the information over the network.

5.3.4 Network planning: an MILP model

In this part we provide an MILP framework, addressing a minimum cost wireless back-
haul network design. The corresponding optimization problem is formulated as

minimize
P,CU ,CD,JL,JF

V (P, JL, JF ) s.t. C0-C11, (5.4a)

where the sets P,CU ,CD, JL, JF represent the decision variables, see Table 5.1. It is
observed that the cost function, as well as the constraints C0-C6 and C8-C11 comply
with the intended mixed linear structure. However, the above problem is not an MILP
due to the non-linear constraint C7. In order to observe this, we recall from (5.2) that
the achievable information rate at each link is related to the power of the desired and
interfering links as

Cij,f = f1(P)− f2(P), (5.5)
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where

f1(P) := Blog
 ∑

(l,k)∈{L}
Γij,lk,fXlk,f +Wij,f

 , (5.6)

f2(P) := Blog
 ∑

(l,k)∈{L\(i,j)}
Γij,lk,fXlk,f +Wij,f

 , (5.7)

which holds a difference of concave functions over the decision variables P. Unfortu-
nately, this formulation is challenging for the standard numerical solvers due to i) the
non-convexity of the resulting feasible set in C7, and ii) the logarithmic concave-convex
expressions. In order to comply with the intended MILP framework, we undertake
three steps. Firstly, we introduce the achievable link capacity Cij,f as an auxiliary va-
riable in the optimization and directly impose (5.5) as a constraint, thereby linierizing
the constraint set C0-C11. Secondly, the equality in (5.5) is relaxed as an inequality
constraint, however, it is easily verified that the constraint will be tight for an optimal
system design, resulting in zero relaxation gap2. And third, we apply linear conserva-
tive approximations on the non-linear terms f1 and f2. In this respect, the logarithmic
term f1 is approximated as a piecewise linear function, i.e., approximating the concave
expression as a maximum of multiple affine functions, denoted as Lp (P;P0), such that

Lp (P;P0) ≤ f1(P), Lp (P0;P0) = f1(P0). (5.8)

Moreover, the logarithmic term f2 is approximated as an over-estimating affine, denoted
as L (P;P0), such that

L (P;P0) ≥ f2(P), L (P0;P0) = f2(P0), (5.9)

which is directly obtained via the first-order Taylor’s expansion at the point P0
3. Note

that the collective approximation generates a tight and piecewise affine function, which
bounds the original nonlinear function from above, see (b). The wireless link capacity
constraint can be hence satisfied by imposing

Cij,f ≤ Lp (P0,P)− L (P0,P) , (5.10)

where P0 is the point of approximation. Note that the satisfaction of (5.10) consequently
ensures that the wireless link realizes the capacity value Cij,f , due to the proposed
conservative approximation. However, this may result in an inefficient solution, due
to the approximation gap4. In this regard, an iterative update is applied, where the

2The proof is obtained via contradiction; if for an optimal design of network parameters the constraint
is not tight for the link (i, j) and at the subchannel f , then the transmit power value Xij,f can
reduced until the constraint is tight. This will reduce the objective (cost), while does not violate
any of the design constraints.

3A tight affine approximation of a convex (concave) function obtained via Taylor’s approximation, is
also a global lower (upper) bound [231].

4A large deviation of approximated piecewise linear function Lp − L with the original nonlinear
expression results in the under-utilization of the wireless link capacity, and consequently additional
costs.
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obtained variable set P at each iteration is set as the approximation point, i.e., P0, for
the next design iterations. The minimum-cost network design problem can be hence
formulated as

minimize
V[m]

V
(
P[m], J[m]

L , J[m]
F

)
(5.11a)

s.t. Cij,f ≤ Lp
(
P[m];P[m−1]

)
− L

(
P[m];P[m−1]

)
, ∀(i, j) ∈ L, ∀f ∈ F, (5.11b)

C0-C11, (5.11c)

where

V[m] :=
{
P[m],C[m]

U ,C[m]
D , C̃[m], J[m]

L , J[m]
F

}
, (5.12)

the set C̃ represents the sets of the variables Cij,f , and m denotes the iteration index,
see Algorithm 10. The algorithm stops as a stable set of decision variables is obtained,
or a maximum number of iterations is expired.

Numerical implementation

As intended, the obtained optimization framework (5.11) is an MILP in each iteration.
Note that due to the combinatorial structure, such problems are not convex, and hence
the popular interior point methods may not be applied [231]. However, efficient variati-
ons of branch and bound methods [167] have been recently developed and implemented
in the framework of the standard numerical solvers, e.g., CPLEX, Gurobi, resulting in
efficient numerical solutions for the MILP problems with large dimensions.

Algorithm initialization

The algorithm starts by activating all feasible physical links, frequency sub channels, as
well as the maximum power consumptions at all wireless links, respecting the constraints
C0-2. Note that this initialization choice corresponds to a strong link and network ca-
pacity. However, it corresponds with the maximum utilization of the network resources,
resulting in the maximum cost.

Convergence

The convergence behavior of the algorithm is of interest, due to the proposed iterative
cost reduction. Due to the application of the branch and bound update by the numerical
solver, the solution experiences a non-decreasing change in each iteration, within a fixed
tolerance region. Note that such monotonic reduction of the cost function holds at the
internal solver iterations, as well as the external iterations by updating the approxima-
tions, see Algorithm 10, step 4. This results in a necessary algorithm convergence, due
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to the fact that the problem objective is bounded from below5. Further analysis regar-
ding the algorithm convergence behavior and computational complexity is conducted
via numerical simulations in Section 5.4.

Algorithm 10 MILP-based minimum cost network planning.
m← 0; P[0] ← Subsection 5.3.4; . initialization
repeat

m← m+ 1;
P[m],C[m]

U ,C[m]
D , C̃[m], J[m]

L , J[m]
F ← solve MILP (5.11);

until a stable point, or a maximum number of m reached
return

{
P[m],C[m]

UL,C
[m]
DL, J

[m]
L , J[m]

F

}

5.3.5 Network re-tuning: an SIA model

The joint consideration of the power allocation on wireless links as well as the frequency
and topology planning is expected to be gainful as the aforementioned factors jointly
impact the network interference pattern and information flow. In this regard, a full scale
design of the wireless backhaul network is proposed in the previous part, assuming the
availability of the accurate network information and integrating the FD capability. In
this part, we propose a methodology to re-tune the network operation by adjusting the
transmit power at the wireless links, assuming that the links, as well as the operating
frequencies are already established. In particular, this approach enables the network
to adapt to slight changes, e.g., change in the channel situations due to weather and
temperature fluctuations, a slight increase or decrease in the required information rate,
and the occasional degradation of the SIC quality. Moreover, contrary to usual planning
strategies which focus on the worst-case network requirements, the provided flexibility
results in a higher efficiency and reduced cost, e.g., by reducing the transmit power at a
wireless link when the data traffic is low. And finally, the reduced setup complexity, as a
result of the fixed network topology, is constructively used to obtain a computationally
more efficient design.

Given an active set of links and frequency subchannels, the problem of adjusting the
transmit powers at the wireless links is formulated as

minimize
P,CUL,CDL

∑
(i,j)∈L

∑
f∈F

Xij,f , C0, C3-C11. (5.13)

It is observed that due to the elimination of the binary variable sets JL, JF , the problem
is simplified to a non-linear program over a continuous domain, hence, the utiliza-
tion of MILP-based solvers is not necessary. However, the problem (5.13) it is not a

5Please note that the convergence is obtained in the sense that the objective reaches a stable value
with an arbitrarily small tolerance margin. Although the resulting optimization variables need
not to converge, the potentially different obtained solutions are equally favorable, i.e., they are all
feasible and result in the same objective value.
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convex optimization problem due to the constraint C7. In this regard, we introduce
an SIA framework [196], where the non-convex feasible region constructed by C7 is
inner-approximated in each iteration as a convex set. In this regard, we follow the
same procedure as implemented for (5.11), i.e., introduction and relaxation of (5.5) as
an inequality constraint, and upper-approximation of f2 via (5.9). However, the term
f1 can be directly applied since it does not violate the convexity. The approximated
optimization problem is hence formulated as

minimize
P[m],C̃[m],C[m]

U ,C[m]
D

∑
(i,j)∈L

∑
f∈F

Xij,f (5.14a)

s.t. Cij,f ≤ f1
(
P[m]

)
− L

(
P[m];P[m−1]

)
, ∀(i, j) ∈ L, ∀f ∈ F, (5.14b)

C0, C3-C11, (5.14c)

where m denotes algorithm iteration. The iterations of (5.14) are continued until
convergence, or a maximum number of algorithm iterations is expired, see Algorithm 11
for a detailed procedure.

Algorithm 11 SIC-based network re-tuning.
m← 0; P[0] ← Subsection 5.3.5; . initialization
repeat

m← m+ 1;
P[m] ← solve (5.13);

until a stable point, or a maximum number of m reached
return

{
P[m],C[m]

U ,C[m]
D

}

Algorithm initialization

Since the re-tuning algorithm is intended to operate on an existing network, the current
state of the network including the transmit power of the wireless links is used as the
initial point. In case such initial point may not be obtained, a similar initialization as
introduced in Subsection 5.3.4 can be used.

Convergence and numerical implementation

Due to the convexity of the approximated problem (5.14) in each iteration, the opti-
mum solution can be obtained via standard numerical solvers for convex problems, e.g.,
SeDuMi [232], SDPT3 [233], employing efficient interior point methods. Moreover, it
is easily verified that the proposed linear approximation satisfies the set of properties
established in [196, Theorem 1] for smooth problems, i.e., tightness and globally lower
bound properties. Together with the fact that the approximated problem at each step
is solved to the optimality, it certifies a necessary convergence to a stationary point of
the original non-convex problem (5.13).
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Figure 5.5: The simulated environment from Aachen city map. Red dots represent the
location of the backhaul nodes, put on top of the rooftops, whereas blue
squares represent the body area of the buildings.

5.4 Simulation Results

In this part, we evaluate the impact of the proposed designs in terms of the total
network cost, benefiting from the FD capability at the wireless links, via numerical si-
mulations6. The simulated network is obtained from the city map of Aachen, Germany,
see Fig. 5.5, employing our developed wave propagation simulator [230], in combination
with the urban micro-cell scenario from WINNER II model [234]. The antenna type is
chosen with directivity gain of 13 dBi and directivity angle of 15 degrees in accordance
with the European Standard [235]. The evaluations of the channel properties are car-
ried by keeping the center frequency of 5 GHz and with bandwidth of each frequency
sub-channel of 20 MHz. The planning algorithm determines the wireless links to be
established, as well as the operating power and frequency bands at each link. Unless
otherwise is stated, the following values define the default setup: Wij,f = −97 dBm,
B = 20 MHz, Pmax,ij = 30 dBm, Pmax,i = 30 dBm, Rreq = Rul,i = Rdl,i = 100 Mbits/sec,
|N| = 23, |F| = 8, |L| = 100, C0,ij = 0, Ith,k,f = 0, di = 0. The self-interference can-
cellation is assumed to be perfect, i.e., ρsi = Γij,li,f = 0. The network cost model is set
following [236,237], as Wp = 1, Wl = 20, Wf = 10.

In Fig. 5.6 (a), the average convergence behavior of the proposed MILP model is de-
6I would like to thank my colleague M.Sc. Jose Angel Leon Calvo for providing the environment-
related data, and extracting the simulated channel statistics from the city map of Aachen. Moreover,
I would like to thank my former students M.Sc. Praveen Sirvi, and M.Sc. Santosh Prahalada
Narasimha for their constructive help in the numerical simulations for Section 5.3.4.
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Figure 5.6: The algorithm convergence behavior (a), and resulting network cost for dif-
ferent values of Rreq and ρsi.

picted. Due to the proposed iterative improvement, the convergence behavior is inte-
resting as an indication of the algorithm complexity as well as the achievable iterative
improvement. The star topology indicates the case where each node is connected to a
root node via a direct wireless link, whereas the mesh topology represents the result of
the design proposed in Algorithm 10. Furthermore, the convergence curves indicate the
different regimes regarding the backhaul rate requirements, i.e., Rreq = 100, indicated
as ‘Rate-Low’, and Rreq = 200, indicated as ‘Rate-High’. A monotonic decrease in cost
is observed, where the convergence is obtained within 3− 8 iterations.

In Figs. 5.6 (b)-(c) the impact of the rate demand is depicted on the collective network
cost. It is observed that a higher rate demand results in a higher cost. Moreover,
it is observed that the application of FD capability, together with the proposed joint
link/frequency planning results in the usage of less frequency subchannels, thereby
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reducing the total cost compared to the half-duplex counterparts by up to 10 − 30%
depending on the traffic load.

The impact of the SIC quality on the overall network cost is depicted in Fig. 5.6 (d). It
is observed that the FD gain is reduced as the SIC quality is degraded and reaches the
performance of the network with half-duplex links for a poor SIC condition.

Table 5.2: Required CPU Time
|N| |L| |F| Problem Size Execution Time in seconds

8 12 6 72 360 (MILP)
1.2 (re-tunning)

15 24 6 144 1020 (MILP)
5.6 (re-tunning)

23 40 10 400 10200 (MILP)
20.1 (re-tunning)

30 120 10 1200 30050 (MILP)
262.8 (re-tunning)

In Fig. 5.7, the optimized network topology is depicted for different cost models for a
network with M = 1 and R = 1. It is observed that different network topologies result
in a different power-link usage trade-off. As expected, the strategy with the focus on
the cost of power prefers the establishment of a higher number of links, compared to
the star topology which provides connectivity through the network with the minimum
number of the wireless links.

The performance of the proposed iterative network re-tuning is depicted in Fig. 5.8 (a)-
(c), for different levels of fluctuations in the channel, noise, and rate requirements. The
algorithm starts with the outcome of the planning given in Algorithm 10 as the initial
point, however, iteratively adjusts the transmit power to comply with the new network
conditions. In particular, the ratio αR indicates the level by which the specific para-
meters is scaled. Note that due to the infeasibility of the given initial point from the
Algorithm 10, as a result of the scaled parameters, the network power consumption may
raise at the initial re-tunning iteration. Nevertheless, the network power consumption
is decreased monotonically after the second iteration, and converges in 3-6 iterations.
Please note that the benefits of enabling the proposed retunning method is twofold.
Firstly, it obtains a feasible network operation point, adjusting to the new rate require-
ments, noise, or channel conditions. Secondly, it enables the network to save energy, by
opportunistically benefiting from the reduced rate demand, when network traffic load
is not high.

In Table 5.2 the average per-iteration CPU time is reported for both Algorithms 10
and 10, for different node cluster sizes7. It is observed that a larger problem dimen-

7The simulations are performed on a Linux Debian system with processor Intel Core i7− 3770S CPU
@3.10GHz X 4, RAM of 8GB. The version 2016b of MATLAB was used along with CVX 2.1 and
Gurobi 7.0 Solver
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sion, i.e, d := |L| × |F|, results in a higher computational time for both algorithms,
however, remains below 10 Hrs for d ≤ 1200 on a standard user processor. Moreover,
due to the proposed SIA framework, the Algorithm11 results in a significantly smaller
computational load, due to the efficient convex problem structure.

 

 
rootnode
nonroot node

(a) Wp = 0, Wl = 10
 

 
rootnode
nonroot node

(b) Wp = 10, Wl = 1
 

 
rootnode
nonroot node

(c) Wp = 10, Wl = 10

Figure 5.7: Optimized network topology for different cost models. Different network
topologies result in different power-link usage trade-offs.
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Figure 5.8: Iterative network re-tuning. The network reacts to the small changes in the
rate requirements and the channel and noise conditions by adjusting the
transmit power at each link.

5.5 Conclusion

With almost all of the below 6 GHz spectrum already assigned, and the 1000-fold
expected increase of data traffic over the next decade, the need for spectral efficient
solutions is apparent in the context of cellular wireless communication systems. In
the first part, an overview on the application of FD capability in the radio access
network is given, where UL and DL connections are scheduled on the same channel,
aiming at a higher spectral efficiency. It is observed that the existence of multiple
transmissions at the same channel lead to multiple additional interference paths, which
calls for advanced resource allocation and interference control mechanisms, especially
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for an FD-enabled multi-cell system. Coordination among the infrastructure nodes
is observed to be an effective method to attenuate the additional interference paths,
however, resulting in an increased backhaul overhead. In the second part, application
of FD wireless links is studied as a spectrum-saving mechanism for the wireless backhaul
networks. In particular, the coexistence of multiple wireless links at the same channel
resource is studied, utilizing an environment-aware interference management scheme,
leading to a reduced overall cost. Moreover, a reactive network re-tuning method is
proposed which reacts to small changes in the network data, e.g., QoS requirements
or channel conditions, via transmit power adjustment on each wireless link. Numerical
simulations suggest that for a dense urban deployment, the proposed methodologies
result in reduction in the overall network cost.
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6 Conclusion

This thesis covers a variety of resource allocation problems, in regard to the application
of FD capability to different wireless communication scenarios. The main results and
findings of this thesis, as well as a brief list of the promising future research directions
are summarized in the following.

6.1 Summary

In Chapter 2, a bidirectional and multi-carrier wireless communication system is studied
between two FD transceivers. The main findings of this chapter can be summarized as
follows:

• A multiple-antenna beamforming together with a multi-carrier communication
strategy can be effectively used to control the impact of interference. The com-
munication in opposite directions can be interchangeably accommodated on the
same channel resource (resulting in a higher spectral efficiency), or on orthogonal
subcarriers (resulting in a reduced interference).

• Non-linear hardware distortions lead to residual self-interference and inter-carrier
leakage. In particular, this effect is significant for an FD system due to the strong
SI signal.

• A distortion-aware modeling and design is essential for the gainful use of FD
transceivers in the studied multi-carrier FD bidirectional setup.

In Chapter 3, a MIMO FD relaying setup is studied. The main findings of this chapter
can be summarized as follows:

• By jointly considering the impact of hardware distortions at the receive and trans-
mit chains, we observe an inter-dependent behavior of the relay transmit covari-
ance and the RSI covariance in an AF-FD relay, i.e., the distortion loop effect.

• As relay dynamic range decreases, the aforementioned distortion-loop results in
a performance disadvantage for the AF-FD, compared to the DF-FD relaying,
where the aforementioned inter-dependency does not exist due to decoding.
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• Multiple-antenna linear transmit and receive strategies appear as an effective ap-
proach in order to control the impact of distortion. In particular, for a system
with a small thermal noise variance or high transceiver distortion, the application
of a distortion-aware design is essential.

In Chapter 4, the SEE of a MIMOME wiretap channel is studied, in terms of the
securely communicated bits-per-Joule, where the legitimate receiver is equipped with
FD capability. The main findings of this chapter can be summarized as follows:

• FD transceivers were previously shown to enhance the system secrecy capacity,
compared to the HD counterparts, by enabling a simultaneous jamming and in-
formation exchange. However, it is observed that for a wide range of the system
conditions, they result in only a marginal gain regarding the system SEE. This
is due to the additional power consumption for an FD system, due to the SI
cancellation and jamming, as well the degrading effect of the RSI.

• The observed SEE gain, due to the application of an FD jammer, becomes notable
for the scenarios with a small distance between the FD node and the eavesdrop-
per, and for a system with a high SNR condition, when the SI can be efficiently
mitigated.

• The joint utilization of FD capability, both on Alice and Bob for jamming and
bidirectional information exchange, shows a better SEE performance compared
to the system with a single FD transceiver. This is grounded on the fact that
the FD jamming power is reused for both communication directions, resulting
in a power-efficient jamming. Moreover, the coexistence of two communication
directions on the same channel may degrade Eve’s decoding capability.

In Chapter 5, the gainful utilization of FD capability for cellular communication systems
is investigated. The main findings of this chapter can be summarized as follows:

• Via the application of FD capability in the radio access network, UL and DL
connections can be scheduled on the same channel, aiming at a higher spectral
efficiency. However, it is observed that the coexistence of multiple transmissions
at the same channel results in the emergence of new interference paths, calling for
a strong interference control and resource optimization.

• Coordination among the infrastructure nodes is observed to be effective in control-
ling the impact of interference, and achieving a higher spectral efficiency. However,
it results in a higher data traffic on the backhaul network.

• Utilization of FD capability on the wireless backhaul links, enables the coexistence
of multiple links at the same channel. This results in a reduced overall network
cost, however, calling for a smart interference management.

• Due to the static nature of the wireless backhaul links, estimation of the chan-
nel conditions can be accomplished using the available environment information
together with a wave propagation simulator. Hence, the environment awareness
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can be effectively utilized to act as a basis for network planning and resource
allocation, resulting in a reduced overall network cost.

6.2 Outlook

The results of this thesis can be extended in a variety of new directions. In Chapter 2
the impact of hardware impairments leading to inter-carrier leakage is studied for a bidi-
rectional MIMO FD system. Due to the significance of the role of hardware impairments
in the systems with large antenna arrays, as well as the recent advancements to enable
FD operation for mMIMO systems, it is relevant to extend the obtained methodologies
to such scenarios. This is in particular relevant for a joint channel and beam/power
scheduling in a multi-user mMIMO setup. Moreover, the obtained design frameworks
in Chapter 2, addressing the rate maximization problems, can be extended into the
multi-hop communication setups.

In Chapter 3, the performance of an AF-FD relaying system is studied, where the FD
relay is equipped with multiple antennas. However, the studied setup is limited to the
scenarios where source is equipped with a single antenna. The provided framework
for performance analysis can be similarly utilized to extend the setup supporting a
multiple-antenna source. Moreover, the perfect CSI assumption shall be removed, by
including the impact of CSI uncertainty in the performance analysis.

In Chapter 4, the performance of a MIMOME wiretap channel is investigated in terms
of the secrecy energy efficiency. It is gainful to extend the proposed design frameworks
for the objectives which jointly consider the system secrecy rate as well as the system
SEE, or to jointly consider the non-secure information rate as well as the secrecy rate.
Rate splitting concept can be applied in the latter case to enhance the resulting joint
objective.

In Chapter 5, a radio resource allocation problem is studied, where FD capability is
utilized in a wireless backhauling network. Moreover, a reactive re-tunning metho-
dology is proposed in order to counteract the performance degradation as a result of
network data uncertainty. It is beneficial to extend the proposed methodologies to also
incorporate proactive robust measures, e.g., considering alternative information paths
to avoid network breakdown as a result of a potential link failure. Moreover, due to the
high computational complexity of the proposed solutions, simplified intuitive solutions
can be used for initializing the numerical model. The numerical simulations shall be
also extended to evaluate the impact of latency, and interference caused by the wireless
backhaul links to the access network.

119





7 Appendix

7.1 Proof to Lemma 2.2.1

We start the proof with the characterization of the impact of distortion on the transmit
chains. The proof to the receiver characterization is obtained similarly. The statistical
independence properties at the frequency domain directly follows from the time domain
statistical independence et,l(t)⊥vl(t), and et,l(t)⊥et,l′ (t), and the linear nature of the
transformation in (2.10). The Gaussian and zero-mean properties similarly follow for
ekt,l as a linearly weighted sum of the zero-mean Gaussian values et,l(mTs). The variance
of ekt,l can be hence obtained as

E
{∣∣∣ekt,l∣∣∣2} = E

{
1
K

(
K−1∑
m=0

et,l(mTs)e−
j2πmk
K

)(
K−1∑
n=0

e∗t,l(nTs)e
j2πnk
K

)}
(7.1)

= 1
K

K−1∑
m=0

K−1∑
n=0

E
{
et,l(mTs)e∗t,l(nTs)

}
e−

j2π(m−n)k
K (7.2)

= κlE
{
|vl(t)|2

}
(7.3)

= κl
K

K∑
m=1

E
{
|vml |2

}
(7.4)

where (7.1) is obtained via direct application of (2.10), and (7.3) is obtained from
(2.6), and the statistical independence of et,l at the subsequent time samples from (2.7).
The identity (7.4) follows from the Parseval’s theorem on the energy conversation over
orthonormal Fourier basis.

7.2 Proof to the Lemma 3.4.1

Let W and z be the fixed (given) relay amplification and receive filter, respectively.
From (3.15)-(3.21), the SDNR at the destination can be written as a function of Ps

SDNR(Ps) = α1Ps

α2Ps + α3
, (7.5)
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where α1, α2, α3 ∈ R+, such that

α1 := zHHrdWhsrhHsrWHHH
rdz, α2 := q (W, z) vec

(
hsrhHsr

)
+ zHhsdhHsdz− α1,

α3 := zHzσ2
nd + q (W, z) vec

(
σ2
nrIMr

)
,

q (W, z) : =
(
zT ⊗ zH

)
(H∗rd ⊗Hrd) Θ

(
W,Hrr, κ, β

)
. (7.6)

It is observed, by taking the first and second order derivatives of the obtained function
in (7.5), that SDNR is an increasing and concave function over Ps, which concludes the
proof to the Lemma 3.4.1.

7.3 Equivalent Relay Transmit Distortion Channel
Expression (3.35)

Via the application of wtx, the collective received distortion power due to the relay
transmission, here denoted as θ1, is written as

θ1 = Pr,maxκtr
(
Hrrdiag

(
wtxwH

tx

)
HH

rr +Hrddiag
(
wtxwH

tx

)
HH

rd

)
+ Pr,maxβtr

(
diag

(
HrrwtxwH

txHH
rr

))
=

∑
i∈FMt

∑
X∈{rr, rd}

Pr,maxκtr
(
HXΓiMtwtxwH

txΓiMt
HHH

X

)
+

∑
i∈FMr

Pr,maxβtr
(
ΓiMrHrrwtxwH

txHH
rrΓiMt

H)
= κPr,max

∑
i∈FMt

∑
X∈{rr, rd}

∥∥∥HXΓiMtwtx
∥∥∥2

2
+ βPr,max

∑
i∈FMt

∥∥∥ΓiMrHrrwtx
∥∥∥2

2

= Pr,max

∥∥∥∥∥
[
b
√
κHXΓiMtwtxci∈FMt , X∈{rr, rd}
b
√
βΓiMrHrrwtxci∈FMr

] ∥∥∥∥∥
2

2

= Pr,max

∥∥∥∥∥
[
b
√
κHXΓiMtci∈FMt , X∈{rr, rd}
b
√
βΓiMrHrrci∈FMr

]
︸ ︷︷ ︸

=:HD,tx

wtx

∥∥∥∥∥
2

2

,

where Γi
M is an M ×M all-zero matrix, except for the i-th diagonal element equal to

one, and HD,tx is viewed as the equivalent distortion channel (3.35).
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7.4 Derivation of (3.42)-(3.43) and the Coefficients
(3.44)-(3.48)

The desired signal power at the destination prior to the application of z, here denoted
as θ2, can be calculated applying the known matrix equalities [155, Eq. (486), (487),
(496)] as

θ2 = Pstr
(
HrdWhsrhHsrWHHH

rd

)
= ωPstr

(
HrdwtxwH

rxhsrhHsr
(
wtxwH

rx

)H
HH

rd

)
= ωPsdTMt

( (
H∗rd(wtxwH

rx)∗
)
⊗
(
HrdwtxwH

rx

) )
vec

(
hsrhHsr

)
= ωPsdTMt (H∗rd ⊗Hrd) W̃vec

(
hsrhHsr

)
= ωad, (7.7)

where ad and dMt are respectively defined in (3.44) and immediately after (3.48), and
W̃ := (wtxwH

rx)∗ ⊗ (wtxwH
rx). Similarly, following (3.13)-(3.16) and the matrix identity

[155, Eq. (186)] the noise+interference power at destination, here denoted as θ3, is
calculated as

θ3 = N − adω + tr
(
HrdE{routrHout}HH

rd

)
(7.8)

= N − adω + dTMd (H∗rd ⊗Hrd) vec
(
E{routrHout}

)
= N − adω + dTMd (H∗rd ⊗Hrd)

(
IM2

t
+ κSMt

D

)
×
(
IM2

t
− ωW̃C

)−1
ωW̃c

= N − adω + dTMd (H∗rd ⊗Hrd)
(
IM2

t
+ κSMt

D

)
×

∑
k∈{0···∞}

(
ωW̃C

)k
ωW̃c (7.9)

≈ N − adω +
∑
k∈FK

dTMd (H∗rd ⊗Hrd)
(
IM2

t
+ κSMt

D

)
×
(
W̃C

)k−1
W̃cωk (7.10)

≈ a0 +
∑
k∈FK

akω
k, (7.11)

where K represents the approximation order, N := σ2
ndMd + Ps‖hsd‖2

2, and ak is de-
fined in (3.45) and (3.47). Note that the identity in (7.9) holds for any feasible relay
transmit strategy, see (3.22b). This stems from the fact that the effect of the distor-
tion components are attenuated after passing through the loop process, i.e., ωW̃C, in
each consecutive symbol duration1. Following the same arguments as in (7.8)-(7.10) we

1Otherwise, the impact of distortion is accumulated, leading to an infinite distortion power and
instability.
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calculate the relay transmit power as

tr
(
E{routrHout}

)
= dTMt

(
IM2

t
+ κSMt

D

) (
IM2

t
− ωW̃C

)−1
ωW̃c

= dTMt

(
IM2

t
+ κSMt

D

) ∑
k∈{0···∞}

(
ωW̃C

)k
ωW̃c (7.12)

≈
∑
k∈FK

dTMt

(
IM2

t
+ κSMt

D

) (
W̃C

)k−1
W̃cωk =

∑
k∈FK

bkω
k, (7.13)

where bk is defined in (3.48).

7.5 Proof to Lemma 4.5.2

7.5.1 Proof of tightness:

Tightness is obtained by observing the equivalence

|GC |Ptot (Q?) SAA (Q?) =
∑
i∈GC
{C̃s,i (Q?)}+

=
∑
i∈GC1

{C̃s,i (Q?)}+ +
∑

i∈G
C+

2

C̃s,i (Q?) (7.14a)

=
∑
i∈GC1

{Ĉs,i (Q?,Q?)}+ +
∑

i∈G
C+

2

Ĉs,i (Q?,Q?) (7.14b)

= |GC |Ptot (Q?) SAALB (Q?,Q?) ,

where (7.14a) is obtained by applying the definition (4.37), and (7.14b) from C̃s,i (Q?) =
Ĉs,i (Q?,Q?), see (4.21).

7.5.2 Proof of equal directional derivative:

Let Cs,i := {C̃s,i}+, and f
′(x; d) represents the directional derivative of a function f

at point x and for the direction d. The directional derivative of SAA at Q? is then
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expressed as

Ptot (Q?) SAA′ (Q?; d)

=

 ∑
i∈GC1

C
′

s,i (Q?; d) +
∑

i∈G
C+

2

C̃
′

s,i (Q?; d)

 /|GC | − P
′

tot (Q?; d) SAA (Q?) (7.15a)

=

 ∑
i∈G

C
(d)
1

Ĉ
′

s,i (Q?,Q?; d) +
∑

i∈G
C+

2

Ĉ
′

s,i (Q?,Q?; d)

 /|GC | − P
′

tot (Q?; d) SAALB (Q?,Q?)

(7.15b)
= Ptot (Q?) SAA′LB (Q?,Q?; d) , (7.15c)

where Cs,i := {C̃s,i}+ and the set G
C

(d)
1

is defined as

G
C

(d)
1

:=
{
∀i | i ∈ GC1 and C

′

s,i (Q?; d) 6= 0
}
. (7.16)

In the above arguments, (7.15a) is obtained by recalling (4.32), and the fact that
Cs,i (Q?) is positive and differentiable for any i ∈ GC+

2
. The identity (7.15b) is obtained

by considering the possible situations for C ′s,i (Q?; d):

• C̃s,i (Q?) < 0. Then, Cs,i is differentiable and C ′s,i (Q?; d) = 0 for any direction d.

• C̃s,i (Q?) > 0. Then, Cs,i is differentiable and C ′s,i (Q?; d) = Ĉ
′
s,i (Q?,Q?; d) for any

direction d.

• C̃s,i (Q?) = 0 and C̃ ′s,i (Q?; d) > 0. Then, Cs,i is not differentiable and C
′
s,i (Q?; d) =

Ĉ
′
s,i (Q?,Q?; d).

• C̃s,i (Q?) = 0 and C̃ ′s,i (Q?; d) ≤ 0. Then, Cs,i is not differentiable and C
′
s,i (Q?; d) =

0.

Finally, the identity (7.15c) is obtained by recalling (4.38), and the tightness property
from (7.14).
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List of Acronyms

ADC Analog-to-digital converter

DAC Digital-to-analog converter

CSI Channel state information

MIMO Multiple-input multiple-output

OFDM Orthogonal frequency-division multiplexing

FD Full-duplex

HD Half-duplex

SI Self-interference

RSI Residual self-interference

SIC Self-interference cancellation

MMSE Minimum mean squared-error

MSE Mean squared-error

ICL Inter-carrier leakage

GP Gradient projection

AF Amplify and forward

DF Decode and forward

NOMA Non-orthogonal multiple access

SDP Semi-definite programming

AltSDP Alternating semi-definite programming

QCP Quadratic convex programing

AltQCP Alternating quadratic convex programming

WMMSE Weighted minimum mean squared-error

RF Radio frequency

Tx Transmit
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Rx Receive

MC Multi carrier

AGC Automatic gain control

CT CPU time

RAM Random access memory

WC Worst case

SNR Signal to noise ratio

SINR Signal to interference-plus-noise ratio

SDNR Signal to distortion-plus-noise ratio

TDD Time division duplexing

FDD Frequency division duplexing

MuStR1 Multi-stage rank-one

AltMuStR1 Alternating multi-stage rank-one

LOS Line-of-sight

PHY Physical layer

MRT Maximum ratio transmission

MRC Maximum ratio combining

SSSLM Successive selection and statistical lower bound maximization

SUIAP Successive general inner approximation

KKT Karush-Kuhn-Tucker

ICT Information and communication technology

SEE Secrecy energy efficiency

SBPJ Secure bits per Joul

MIMOME Multiple-input multiple-output multiple-antenna eavesdropper

AN Artificial noise

SIA Successive inner approximation

DC Difference of concave

SAA Ensemble average approximation

SUM Successive upper-bound minimization
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GB Giga bytes

GHz Giga Hertz

CDF Cumulative distribution function

i.i.d. Independent and identically distributed

5G Fifth generation cellular wireless communication networks

SCBS Small cell base station

C-RAN Cloud radio access network

MILP Mixed integer-linear program

CAPEX Capital expenditure

BS Basestation

LNA Low noise amplifier

PCB Printed circuit board

mMIMO Massive multiple-input multiple-output

UL Uplink

DL Downlink

CCI Co-channel interference

QoS Quality of service

PA Power amplifier
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List of the Used Symbols

Chapter 2

k index of subcarriers
i index of communication direction
l index of transmit or receive chain
K number of subcarriers
Ts sampling time
I set of transmit directions
FK set of all subcarrier indices
V set of all precoder matrices
U set of all decoder matrices
Ni number of transmit antennas at direction i
Mi number of receive antennas at direction i
di number of data streams at each subcarrier in direction i
ski transmit data symbol
s̃ki estimated ski at the receiver
Ui

k receive linear decoder
Vi

k transmit linear precoder
yki received signal before self-interference cancellation
ỹki received signal after self-interference cancellation
er,l collective receiver distortion at chain l
et,l collective transmit distortion at chain l
ekr,i receiver distortion
ekt,i transmit distortion
κl transmit distortion coefficient at chain l
βl receive distortion coefficient at chain l
Θrx,i matrix of receive distortion coefficients
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List of the Used Symbols

Θtx,i matrix of transmit distortion coefficients
νki collective residual interference plus noise signal
Σk
i collective residual interference plus noise covariance

nki thermal noise
σ2
i,k thermal noise variance

uki received signal without receive distortion
vki intended transmit signal without distortion
xki transmit signal
Pi maximum transmit power
Ek
i MSE matrix

Uk
i,mmse MMSE linear receive filter

Ski positive definite matrix weight
ιi Lagrangian dual variable
Iki information capacity at direction i and subcarrier k
H̃k
ij estimated channel

∆k
ij CSI error

Dk
ij CSI error region shaping matrix

ζkij CSI error region radius
ckij a vector stacking the impact of channel estimate on the sum

MSE
Ck
ij a matrix stacking the impact of CSI error on the sum MSE

d̃ij length of ckij
Gi auxiliary semi-definite matrix variable
Fk
i,j auxiliary semi-definite matrix variable

Wk
i semi-definite matrix weight variable

W set of all Wk
i variables

τ kij auxiliary positive scalar variable
T set of all τ kij variables
λkij auxiliary real scalar variable
M set of all λkij variables
ρkij Lagrangian dual variable
φkij auxiliary real scalar variable
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Ak
ij auxiliary semi-definite matrix variable

lm size of the SDP sub-block length
n size of the SDP variable space

Chapter 3

s transmit data symbol from the source
Ps transmit power from the source
ŝ estimated data symbol at the receiver
Ps,max maximum transmit power from the source
Pr,max maximum relay transmit power
P̃r,max maximum undistorted relay transmit power
Mt number of transmit antennas at the relay
Mr number of receive antennas at the relay
Md number of antennas at the destination
rin received signal at the relay
rout transmitted signal from the relay
rsupp received relay signal at the relay, after SIC
hsr source-rtelay channel
Hrd relay-destination channel
hsd source-destination channel
Hrr self-interference channel
nd thermal noise at the destination
σ2
nd thermal noise variance at the destination

nr thermal noise at the relay
σ2
nr thermal noise variance at the relay
κ distortion coefficient at the relay transmit chains
β distortion coefficient at the relay receiver chains
τ relay processing delay
ein receive distortion at the relay
y received signal at the destination
z linear receive filter at the receiver
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List of the Used Symbols

t time instance
W relay amplification matrix
Q undistorted relay transmit covariance
Perr received distortion-plus-noise power at the destination
Ptot total received power at the destination
Pdes desired received power at the destination
Θ relay covariance transfer function
wtx transmit linear filter for a rank-1 AF-FD relay
wrx receive linear filter for a rank-1 AF-FD relay
ω scalar relay amplification
ωinfty scalar relay amplification leading to instability
ωmax scalar relay amplification leading to maximum allowed relay

power
f1(ω) approximate source-to-destination SDNR
f2(ω) approximate relay transmit power
HD,tx equivalent distortion channel from relay transmitter
ζsr SDNR for the source-to-relay path
ζrd SDNR for the relay-to-destination path
vin receive linear filter for a DF-FD relay
vout transmit linear precoder for a DF-FD relay
ρsr path loss for the source-to-relay channel
ρrd path loss for the relay-to-destination channel
ρsd path loss for the source-to-destination channel
ρrr path loss for the self-interference channel
KR Rician K-factor
H0 line of sight channel

Chapter 4

NA number of transmit antennas at Alice
MA number of receive antennas at Alice
ME number of receive antennas at Eve
NB number of transmit antennas at Bob
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MB number of receive antennas at Bob
Haa self-interference channel at Alice
Hbb self-interference channel at Bob
Hab Alice to Bob channel
Hba Bob to Alice channel
Hae channel from Alice to Eve
Hbe channel from Bob to Eve
erx,b receive distortion at the Bob
etx,a transmit distortion at Alice
etx,b transmit distortion at Bob
κa transmit distortion coefficient at Alice
κb transmit distortion coefficient at Bob
βa receive distortion coefficient at Alice
βb receive distortion coefficient at Bob
xa transmit signal from Alice
xb transmit signal from Bob
wa transmit artificial noise from Alice
qa transmit information-containing signal from Alice
wb transmit artificial noise from Bob
qb transmit information-containing signal from Bob
ce collective interference-plus-noise at Eve
cb collective interference-plus-noise at Bob
ub undistorted receive signal at Bob
yb received signal at Bob
ye received signal at Eve
Wa covariance of the artificial noise transmitted from Alice
Qa covariance of the information-containing signal transmitted

from Alice
Wb covariance of the artificial noise transmitted from Bob
Qb covariance of the information-containing signal transmitted

from Bob
Σ(BD)
a covariance of the collective bidirectional interference-plus-

noise at Alice
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List of the Used Symbols

Σ(BD)
b covariance of the collective bidirectional interference-plus-

noise at Bob
Σ(BD)
e covariance of the collective bidirectional interference-plus-

noise at Eve
Σe covariance of the collective interference-plus-noise at Eve
Σb covariance of the collective interference-plus-noise at Bob
na additive thermal noise at Alice
nb additive thermal noise at Bob
ne additive thermal noise at Eve
σ2
n,a variance of the additive thermal noise at Alice
σ2
n,b variance of the additive thermal noise at Bob
σ2
n,e variance of the additive thermal noise at Eve
PA total consumed power at Alice
PB total consumed power at Bob
µA power amplifier efficiency at Alice
µB power amplifier efficiency at Bob
PA,0 zero-state power consumption at Alice
PB,0 zero-state power consumption at Bob
PA,max maximum power consumption at Alice
PB,max maximum power consumption at Bob
PFD power consumption due to SIC
Ptot total power consumption
Cab secrecy information capacity from Alice to Bob
Cba secrecy information capacity from Bob to Alice
SEEp relaxed SEE

˜SEEp equivalent iterative SEE objective
Q set of all transmit covariance variables
ai selection variable for realization instance i
a vector of selection variables
A set of possible values for a
FC1 set of channel instances resulting in non-smooth objective
FC2 set of channel instances resulting in smooth objective
FC+

2
set of channel instances resulting in positive objective values
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λ auxiliary variable
SAALB lower bound to the statistical SAA objective

Chapter 5

Xij,f transmit power
Λij,f the desired channel strength
Ωij,k,f interference channel strength to the access network
Γij,lk,f interference channel strength to the other backhaul links
Wij,f

Pmax,i maximum power consumption at each node
Pmax,ij maximum transmit power at each link
Rul,i UL rate demand
Rdl,i DL rate demand
d̄ul maximum tolerable average delay for UL traffic
d̄dl maximum tolerable average delay for DL traffic
di processing delay
Ith,k,f tolerable interference threshold from backhaul to access

network
Cij,0 link capacity from the pre-existing technologies
Cij,f wireless link capacity
Jij link activity indicator
Jf frequency subchannel activity indicator
Cul,ij used channel capacity for UL traffic
Cdl,ij used channel capacity for DL traffic
Wp price of power
Wl price of establishing a wireless link
Wf price of each frequency subchannel
B bandwidth of each frequency subchannel
R set of all root nodes
M set of all non-root nodes
N set of all nodes
L set of all potential links
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List of the Used Symbols

JL set of the variables Jij
JF set of the variables Jf
CU set of the variables Cul,ij

CD set of the variables Cdl,ij

P set of transmit power values
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