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Abstract—The increasing penetration of measurement and
communication infrastructures in power grids has led to the
development of new applications and use cases in the utility
sector, such as demand side management and virtual power
plants. The success of such applications, however, depends on a
proper interplay of the underlying communication network and
the power grid. For this reason, integrated planning approaches
for the extension of measurement and communication infrastruc-
tures in the power grids have recently been a hot research topic.
Although such planning techniques are of crucial significance for
an optimum network design satisfying the requirements of both
the power system and the communication network, a simulative
performance analysis must accompany the planning process.
Therefore, in this work we present a co-simulation environment
and tool chain to enable integrated planning and subsequent
performance analysis of a wide area measurement system. As an
example use case, the proposed environment is used to investigate
the accuracy of phasor measurement unit-based linear state
estimation techniques for IEEE 14-bus test network under several
communication network scenarios.

I. INTRODUCTION

Recent advances in information and communication tech-
nologies (ICT) have stimulated significant developments in
the utilities sector thanks to advanced monitoring and data
analysis techniques. As a result of the increasing penetration
of measurement and communication infrastructures, which
are called wide area measurement systems (WAMS), into
distribution grids, new applications and concepts have arisen,
such as demand side management or virtual power plants [1].
On the one hand, these developments pave the way for the
successful integration of renewables and a more efficient grid
operation. However, on the other hand, the planning of grid
expansion and the operation of the grid have become more
complex tasks as a result of the interdependencies between the
power grid, the ICT infrastructure, and new business models.
The concerns on reliability and security of the future grid
necessitate, therefore, interdisciplinary approaches for the de-
velopment of new technologies, algorithms, and applications in
all three domains of communication networks, power systems,
and market design.

In our recent work, we proposed a novel optimization
model which enables a minimum-cost design of a WAMS
with a hierarchical heterogenous communication network [2].
The proposed approach delivers both the required number
and locations of phasor data concentrators (PDC) and phasor
measurement units (PMU) for observability of the whole

power system, and a hierarchical heterogeneous communica-
tion network design under data communication requirements
in alignment with IEEE Standard for Synchrophasor Data
Transfer for Power Systems [3]. Although planning techniques,
such as the one presented in [2], are valuable as a structured
approach, it is of crucial importance to further analyze the
system performance in numerical simulations considering dif-
ferent network scenarios. In this context, the integration of
multiple individual domain-specific and powerful simulators
as a cooperative simulation environment (co-simulation) for
power system simulations has been recently proposed by
numerous researchers. The advantage of a co-simulation is
the possibility to use thorough and precise models which
are available in individual simulators in order to create an
overall close-to-reality mathematical model of the system
components. One of the early works in this context is [4],
which proposed a run-time environment bridging independent
power system and communication network simulators. [5]
brings forward the idea of global event-driven co-simulation
for smart grid simulations. Recently, the increasing importance
of WAMS for the success of future applications led the WAMS
simulation to be one of the key fields where similar co-
simulation approaches proved valuable. For instance, [6] uses
the global event list approach of [5] to analyze the effects of
communication network on the performance of wide area pro-
tection. Similarly, [7] presents a test-bed for the investigation
of communication link delays on the wide area monitoring,
whereas [8] uses a co-simulation environment for the analysis
of state estimation in a WAMS with a WiMAX communication
network. The mentioned studies conclude in consensus that the
interdependencies between the power grid applications and the
communication network must be considered in the planning
phase.

Therefore, the main aim of this paper is to present a
co-simulation environment and tool chain which enables an
integrated planning and a subsequent simulative performance
analysis of the designed WAMS. Furthermore, as a use case,
we investigate the effect of several communication network
scenarios on the accuracy of the PMU-based linear state
estimation techniques in the WAMS with the introduced co-
simulation environment.

The rest of this paper is structured as follows: We start with
some background information about the WAMS and its net-
work architecture. Next, we introduce the entire co-simulation



environment used in this work, consisting of OMNeT++ [9] as
the communication network simulator and MatDyn [10] as the
dynamic power system simulator along with the co-simulation
interface MOSAIK [11]. In this context, we intend to provide
researchers from various fields with a flexible solution to
extend OMNeT++ for similar co-simulation requirements. In
Section V, we use the proposed tool chain for the planning and
co-simulation of a WAMS, whose topology is obtained with
the optimization model in [2] for the IEEE 14-bus network.
Particularly, we investigate the effect of the communication
link delays and node failures on the accuracy of the power
system state estimation, as well as the capability of the state
estimators to the changes in the power system state. Finally,
Section VI concludes this paper with a summary and some
remarks on our future work.

II. WAMS ARCHITECTURE AND PLANNING

A WAMS consists of i) measurement devices, called phasor
measurement units (PMU), which measure the voltage and
current phasor values available at the system nodes where
they are installed, ii) several data concentrator units, called
phasor data concentrators (PDC), and iii) a data processing
center, called SuperPDC (SPDC). IEEE Standard for Syn-
chrophasor Data Transfer for Power Systems [3] lays down
the architecture for the communication network in a WAMS as
shown in Figure 1. This architecture postulates a hierarchical
transmission of sensor data from PMUs to PDCs, where a
preprocessing of the data takes place such as time alignment
and consistency check [2]. PDCs send the data to a central
unit SPDC, where the measurement data from a larger part
of the network are aggregated to execute energy management
functions such as state estimation, cf. [12].

The planning approach presented in [2] reveals i) the
required number and exact locations of PMU and PDCs for full
observability of the power system, ii) the required communi-
cation network, which includes the locations and capabilities
of necessary telecommunication equipment to install along
with required links and their technologies, iii) a guarantee
for the fulfillment of the capacity and delay specifications,
and iv) insights about the operation of the network, such
as the utilization of the communication links and the overall
robustness and the reliability of the network. For the details
of the mathematical optimization model, please refer to [2].
In the next section, we introduce a co-simulation framework
which enables the integrated planning of a WAMS and its
subsequent simulative performance analysis.

III. SIMULATION TOOLS AND CO-SIMULATION
ENVIRONMENT

We start with an introduction of OMNeT++ and MatDyn,
and then present the co-simulation environment with the co-
simulation interface MOSAIK.

OMNeT++ is an extensible, modular, component-based
C++ simulation library and framework, primarily for building
network simulators [9]. It is a discrete-event simulation (DES)
tool, in which the simulation time progresses as the discrete
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Fig. 1. Hierarchical network architecture of WAMS. PMUs send the phasor
measurements, time-stamped by the GPS signal, to a SuperPDC over inter-
mediate PDCs [3].

simulation events, kept in an event list, are executed in the
order of execution. An event can be any interaction or change
in the system, such as an arrival of a packet or an expiry
of a timer. The execution of events are governed by an
event scheduler. The default scheduler in OMNeT++ is the
sequential scheduler which executes all the events sequentially
until the end of the simulation.

MatDyn is a free Matlab based open source program to
perform dynamic analysis of electric power systems [10].
It is based on the power flow and optimal power flow
solutions by the steady state power system analysis toolbox
MATPOWER [13]. The simulation in MatDyn progresses as
the system of differential algebraic equations (DAE), which
governs the power system, is solved iteratively to calculate the
system parameters at the next step depending on the generator
and load models. For the details of the mathematical models
used for the generators and the solutions of DAE systems,
please refer to [10].

The most critical issue in a co-simulation with a dynamic
power system simulator like MatDyn and a communication
network simulator like OMNeT++ is the implementation of
a time synchronization mechanism which would ensure a
correct progress of the simulation time and a timely data
exchange between the simulators. The underlying reason is
the different natures of both simulators regarding the progress
of the simulation time. The simulation time in a dynamic
power system simulation advances with fixed intervals due
to the iterative solution of a system of differential algebraic
equations. In contrast, the simulation time in a discrete-
event communication network simulator progresses with the
execution of events which might be unevenly distributed on the
time axis. Figure 2 depicts the flow of simulation time in both
simulators. Several researchers have recently dealt with the
selection of a proper synchronization approach for smart grid
simulations. [14] provides an overview of several approaches
and a comparison between them in terms of run time and



Fig. 2. The advance of simulation time in dynamic power system simulator
MatDyn and discrete-even communication network simulator OMNeT++

scalability. In [5], a global event list has been proposed for the
consistent execution of events by the co-simulation interface.
This approach, however, requires the implementation of a
global event management interface. On the other hand, the
most intuitive way to realize a synchronization mechanism is
to run both simulators for a certain step size independently
and then facilitate the required data exchange between the
simulators at the end of each step as adopted by the tools
EPOCHS [4] and MOSAIK [11]. This approach not only
reduces the programming effort to create a run-time infras-
tructure for the event-management but also enables a trade-
off between the simulation run time and the accuracy of the
co-simulation with the selection of a proper step size. In the
current paper, we use the tool MOSAIK due to its convenience
and the available detailed documentation [15].

MOSAIK provides an API to enable a communication and
data exchange with and between simulators through TCP sock-
ets and messages encoded in JSON data format. Therefore, it is
necessary to extend the available simulators with this interface
and message handling functionalities in order to use them
in a co-simulation with MOSAIK. Whereas MatDyn can be
extended relatively easily for a co-simulation with MOSAIK
due to its transparent structure, the extension of OMNeT++
requires a deeper understanding of its software architecture.
Therefore, we briefly discuss the extension of OMNeT++ in
the following section.

IV. EXTENSION OF OMNET++

The modular architecture of OMNeT++ is depicted in
Figure 3 along with the different libraries of OMNeT++
simulation environment and their relations. In Figure 3, the
model component library contains definitions of modules,
channels, networks, classes along with their implementation
which can be used in a simulation, and executing model
represents the class instances which are created in the par-
ticular simulation. Simulation object is the simulation kernel
and the class library, whereas envir is the base environment
library which is common to all implemented user interfaces,
such as command environment (cmdenv) and graphical user
environment (tkenv) shown in the rightmost box.

In order to enable a flexible solution for the co-simulation
with MOSAIK, we extend the main() function of OMNeT++
and introduce a new base environment class along with a
new user interface class. The proposed extended architec-
ture is shown in Figure 4. The new simulation environment
class cosimulation envir and the cosimulation user interface

Fig. 3. Modular software architecture of OMNeT++, adapted from [16]

Fig. 4. Extended modular software architecture of OMNeT++. A co-
simulation environment and a co-simulation user interface class have been
implemented, along with the external communication interface over TCP
sockets, extended based on [16].

cosimenv enable the progress of the simulation in steps of a
step size determined by the co-simulation interface MOSAIK
in a similar way which was proposed in [17]. A step is
implemented by a simulateStep() function in cosimenv, which
executes all scheduled simulation events until the next syn-
chronization point. After the execution of each simulation step,
a data exchange for the co-simulation synchronization takes
place via the TCP socket interface.

The external input received from MOSAIK, which contains,
for example, the next synchronization time and the new
attribute values of module parameters, such as measurement
values from the power system, is received in JSON format
on the TCP socket. Any external input is here imaginable
depending on the investigated scenario. For example, com-
munication link and node failures, or changes in the system
parameters can be introduced to investigate their impacts on
the network. This external input is then passed by the co-
simulation envir class to a network module, which we call
co-simulation gateway and is located in the executing model
referring to Figure 4, by updating one of its parameters with
the JSON string value of the external input received at the
synchronization time. This solution was chosen to benefit from
the handleParameterChange() method of cComponent class,
from which all other OMNeT++ simulation modules inherit.
handleParameterChange() method of a network module is
called when a parameter of the module is changed by another
mechanism, in this case by the introduced co-simulation user
interface class. Thus, this method of the co-simulation gateway



class is implemented in such a way that it reads the external
input from its parameter and notifies all other necessary
modules in the network through a direct message including
relevant information right before the start of the next step. This
relatively simple approach enables a structured communication
between the co-simulation interface and any network module
in the executing model referring to Figure 4.

As for the messages from OMNeT++ towards the co-
simulation interface, the same procedure takes place in the
reverse order. The messages from individual modules are
passed to the co-simulation gateway via direct messages.
After each step, the simulation environment checks for a
possible output message in the co-simulation gateway and
sends it to the co-simulation interface. As a result of this
setting, the requirements for a co-simulation with MOSAIK
are effectively and efficiently fulfilled. Moreover, all inherent
functionalities of OMNeT++ can be used in the new co-
simulation environment.

V. DESIGN AND SIMULATION OF A WAMS FOR IEEE
14-BUS TEST NETWORK

In this section, we describe the steps in the planning and
simulation of a WAMS for the IEEE 14-bus test network with
the presented co-simulation environment [18]. The network
data are provided as an input in the MOSAIK script, and both
simulators are initialized with the given network topology in
their domains. The planning step of WAMS, i.e., the solution
of the mathematical model in [2], takes place in OMNeT++
with all relevant constraints regarding the telecommunication
technologies and the system requirements, using Gurobi 7.0
as the solver [19]. After this step, the PMU locations are
conveyed to MatDyn through the co-simulation interface MO-
SAIK.

MOSAIK governs the flow of the co-simulation with a
step-wise execution of individual simulators, where at each
synchronization point, the power system simulator sends the
measurement values to the communication network simulator.
The measurement values are then sent to the SPDC node in
OMNeT++ where the state estimation takes place. Any control
command from this module can be then sent back to the other
communication network nodes within OMNeT++.

A. Use Case : PMU-Based Linear State Estimation

As a concrete example use case, we investigate the accuracy
of two PMU-based linear state estimation techniques using
the introduced co-simulation environment. Therefore, in the
following, we briefly introduce the two techniques, namely
linear weighted least square (LWLS) state estimation and
discrete Kalman filter (DKF) state estimation for one-phase,
based on the assumption of a balanced 3-phase system [20].

We define the system state x of a power grid with n
buses by the vector x = [V1,re, . . . , Vn,re, V1,im, . . . , Vn,im],
where Vn,re and Vn,im are the real and the imaginary parts of
the voltage phasor Vn at node n, respectively. The vector of
measurements is denoted by

z = Hx+ e, (1)

where H is the measurement matrix, which describes the
linear relation between the measurement i and the state
vector x, while e is the vector of measurement error. It is
assumed that the measurement errors are independent and
zero-mean Gaussian distributed, i.e., e ∼ N (0,R), where
R = diag(σ2

1 , . . . , σ
2
n) is the covariance matrix, with the

variances σ2
i of the noise components ei as its diagonal entries.

1) Linear Weighted Least Square State Estimation: The
LWLS estimator tries to find the state vector, which minimizes
the weighted sum of the squared error in the measurements as

minimize
x

J(x), (2)

where J(x) is defined by (z − Hx)TR−1(z − Hx). The
analytical solution of (2) is calculated as

x̂LWLS,k = G−1HTR−1zk, (3)

where index k is the time index, and G = HTR−1H . Note
that in this particular work R and therefore G do not vary
over time.

2) Discrete Kalman Filter State Estimation: The general
DKF is a widely used filter to estimate the state of a system
which can be described by the equations

xk = Axk−1 +Buk−1 +wk−1, (4a)

zk = Hxk + vk, (4b)

where A is the matrix that relates xk to xk−1, B is the matrix
that relates the control input u to the next system state xk,
and wk and vk are the measurement and process noises with
known covariance matrices R and Qk. Note that v and w are
assumed to have zero cross-correlation.

DKF makes use of a priori estimate x̃k that can be
calculated based on the last estimate x̂k−1 and the available
system information. Thus, the prediction error ẽk and the
estimation error ek are defined as

ẽk = xk − x̃k, (5a)

ek = xk − x̂k, (5b)

with corresponding prediction error covariance matrix P̃k =
E(ẽkẽTk ) and estimation error covariance matrix Pk =
E(ekeTk ), where xk denotes the true system state. The es-
timation of the next system state consists of two steps. In the
first step, which is called prediction, a priori prediction x̃k

for the next system state and the error covariance matrix are
calculated as

x̃k = Ax̂k−1 +Buk, (6a)

P̃k = APk−1A
T +Qk−1. (6b)

The estimation step then follows as

Kk = P̃kH
T (HP̃kH

T +R)−1, (7a)

x̂k = x̃k +Kk(zk −Hx̃k), (7b)

Pk = (I −KkH)P̃k, (7c)
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Fig. 5. The minimum cost WAMS topology with the optimum PMU. PDC
locations and the communication links, obtained by the optimization model
in [2]

where K is called Kalman gain. In this work, we adopt the
auto regressive integrated moving average (ARIMA) process
model, i.e., A = I and B = 0 and that the last state estimate
is a good approximation for the next system state as discussed
in [21] and [20].

B. WAMS Topology and Simulation Parameters

The minimum-cost WAMS topology for the IEEE 14-bus
test network is shown in Figure 5. Note that the node locations
are not included in the power system data [18], but approx-
imately generated in this work on a region of 5 km × 5 km
for the design of a communication network. Furthermore,
the planning is based on the assumption of available power
line communication (PLC) links with a capacity of 250Kbps
and fiber links with a capacity of 1Gbps. For further cost
assumptions, please refer to [2].

The traffic generation parameters of a PMU in the commu-
nication network are chosen in alignment with the IEEE Stan-
dard for Synchrophasor Data Transfer for Power Systems [3]
with a measurement frequency of 50 Hz and the overhead of
UDP/IP layers. The step size of the co-simulation and the
power system simulation is set to 10 ms, and a state estimation
of the power system has been performed each ms at the SPDC.
The PMU measurement errors are assumed to be independent
with an SNR of 30 dB.

The accuracy of the state estimation at time instance k is
assessed with the metric of total vector error (TVE) defined
in [3] as

TV Ek =
|x̂k − xtrue,k|
|xtrue,k|

, (8)
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Fig. 6. A sudden load increase of 10% is applied at node P9 at t=5s. DKF
performance degrades due to the abrupt change.
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Fig. 7. A sudden load increase of 10% is applied at node P9 at t=5s. Lower
data rate at the PLC links leads to a deterioration in the accuracy of state
estimation.

where xtrue,k the actual state vector at time instance k, and x̂k

is the estimated state vector at the SPDC at time instance k.
The simulation duration is set to 10 s during which a sudden

load increase of 10% is applied at node P9. This scenario
is then simulated with the following communication network
scenarios : i) PLC links with a data rate of 250 Kbps, which
is used in the optimum topology, ii) PLC links with 230 Kbps,
iii) a router failure at node P6 between t = 4 s and t = 6 s, iv)
bit error rate (BER) of 1x10−6 and 2.5x10−4 on PLC links
with 250 Kbps data rate. In the next section, we present and
discuss the accuracy of the state estimation observed in the
simulations.
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Fig. 8. A sudden load increase of 10% is applied at node P9 at t=5s, where
the router at node P6 fails between t=4s and t=6s.
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Fig. 9. A sudden load increase of 10% is applied at node P9 at t=5s. Increasing
BER on PLC links leads to a degradation of state estimation accuracy.

C. Results & Discussion
Figure 6 shows the accuracy of LWLS and DKF state

estimators where the PLC links are simulated with a data
rate of 250 Kbps as in the optimum topology. We observe
that DKF performs significantly superior until the abrupt load
change at t = 5 s in alignment with the results in [20], however,
its performance degrades significantly afterwards. Figure 7
illustrates the degradation in the state estimation accuracy of
both techniques in case the PLC links had a data rate of
230 Kbps. The reason of this degradation is the congestion
on the PLC link between nodes P6 and P5 which leads the
measurement packets from P6, P7, and P9 to experience a
significantly higher delay.

The impacts of a router failure at node P6 between t = 4 s
and t = 6 s, and an increased BER on PLC links are shown
in Figure 8 and Figure 9, respectively. We observe that the
estimation accuracy is significantly influenced by the failures
and performance degradation in the communication network.

Note that the state estimate at SPDC is the basis for the
control actions to be applied in the power grid operation.
The correct interpretation of the state estimate along with the
information about the packet delays is of crucial significance
for a proper system operation. Therefore, the state estimators
and the wide area protection and control algorithms must take
into account also the communication network performance.

VI. CONCLUSION

In this work, we have introduced a cosimulation environ-
ment and tool chain for the integrated planning and subsequent
integrated simulative performance analysis of a WAMS. As an
example application, the impact of communication network
performance and failures on the state estimation accuracy
has been investigated. The proposed tool provides a useful
framework for future work in the development and analysis
of distributed state estimation and fault detection algorithms
under consideration of the interdependence between power
grids and communication networks.
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