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Proportional QoS Adjustment for Achieving
Feasible Power Allocation in CDMA Systems

Rudolf Mathar and Anke Schmeink

Abstract— Resource management is the general topic of the
present paper, particularly, we deal with capacity sharing for
interference limited wireless networks by power control. Propor-
tional reduction of the signal-to-interference ratio (SIR) require-
ments is suggested as the control mechanism to accommodate
users in the case of overload. For this purpose, we carefully
describe the geometrical structure and the asymptotic behavior
of the set of feasible power vectors as a proportionality factor
tends to its boundaries. In the case that there is no feasible
power adjustment, the minimum proportional SIR reduction
is determined under general power constraints. We conclude
with developing a locally quadratic convergent algorithm for
numerical computation of the optimum power assignment. The
investigations provide both insight into the theoretical structure
of optimum power allocation as well as a practical method for
call admission control.

Index Terms— Cellular networks, code division multiple access,
resource management, optimal power control, power region, call
admission control.

I. INTRODUCTION

OWER control is one of the major ingredients for code

division multiple access (CDMA) mobile networks to
achieve the potential capacity. The quality-of-service (QoS)
performance of users depends on the power assignment in the
whole network and usually becomes better with increasing
sum power (see [1]). However, in order to save sparse energy
for handhold devices, and to keep interference to other stations
low, it is desirable that stations transmit with the minimum
power such that a required QoS level is just guarantied.

The existence of some feasible power allocation for a
community of transmitters and related problems have been
extensively investigated over the last years. The sheer exis-
tence of a solution, assuming unlimited power is clarified by
Perron-Frobenius theory, as we briefly outline in Section II,
and has been used, e.g., in [2]. If the power budget is limited,
additional constraints arise.

Three important questions are directly connected to power
control. First, for practical applications individual power set-
tings must be computed, favorably in a decentral manner
using only local information. In [2] a convergent algorithm is
presented which solves this task and simultaneously allocates
mobiles to base stations. In an elegant setup, the author [3]
develops a general framework for proving convergence of a
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whole class of power assignment algorithms. For improving
efficiency different approaches to dimensionality reduction are
used in [4], [5], [6]. Probabilistic aspects of the channel are
included in [4], [7], [8].

The second class of problems is concerned with the set of
QoS requirements which can be supported by a feasible power
assignment. This leads to the concept of user capacity which
is investigated by [9], [10], [11] by considering the optimum
linear receiver jointly with signature sequences. Convexity,
monotonicity and asymptotic properties of the capacity region
are themes of the works [12], [13], [14], [15].

Access control by power adjustment is the third type of
problem to be solved when operating CDMA mobile radio. In
[16], active links are protected when new users are admitted
to the network. A fast algorithm to decide if new users can be
accommodated while maintaining the required QoS is given
in [17]. A novel game theoretic approach to admission control
is used in [18]. How this approach relates to the point of least
power adjustment via monotonic functionals is shown in [19].

In this work, we approach the problem of admitting new
users by proportionally reducing the QoS parameters of all
users whenever there is need for. The idea behind this concept
is that each user sacrifices a proportional part of his transmis-
sion capacity to admit further subscribers to the network. To
apply this strategy a graceful degradation of service quality in
terms of higher bit error or lower transmission rates must be
acceptable to the involved users.

After introducing the system model and some basic pre-
liminaries in Section II we deal with the geometry of the
power region. It turns out that the shifted power region is
a closed convex cone containing a componentwise minimum
power assignment. This element increases monotonically as
the proportionality factor does. In Section III, we investigate
the orbit of the optimum power assignment by determining
derivatives, and also the direction of divergence as the propor-
tionality factor approaches the boundary of the interval where
a feasible power allocation exists.

For practical applications power restrictions must be taken
into account. In Section IV, we consider the case that power
constraints can be described by a certain functional. We
present a convergent algorithm for determining the largest
proportional QoS vector which allows for a feasible power
adjustment. The most common cases such as total and compo-
nentwise power constraints are contained as special cases. We
conclude with a short summary and possible future extensions
in Section V.

0090-6778/08$25.00 (© 2008 IEEE
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II. SYSTEM MODEL AND PRELIMINARIES

In a synchronous multiuser CDMA communication system
with K users and processing gain N let s; € RN, i =
1,..., K, denote the N-dimensional signature sequence of
user 7. Let G;; denote the fixed path gain from user j to
the assigned base station of user ¢. Usually G;; is subject to
slow fading effects which are assumed to be known to the
transmitter. Suppose the symbol of user ¢ is decoded using
a linear receiver represented by some vector ¢; € RY. The
signal-to-interference ratio of user ¢ is then given as

Gii(e] si)?p;
>z Gije] s5)p; + 02(clci)?’
YE) I\=i 20 J ()

SIR;(p) =

where 2 denotes the variance of the additive Gaussian noise
and p = (p1,..., pK)-r the vector of transmit powers. In the
following we assume that the receiver sequences c; are fixed.
Combining the known channel and receiver effects into A;; =
Gij(c] s;)? we obtain SIR;(p) of user i as

Aiipi
i Aigpj + Ciic®’

with C;; = (¢} ¢;)?. Now given QoS requirements v, . . ., Vi
for each user, we define the power region Psir(7y) as the set
of power settings p € R such that each user i meets his SIR
requirement -y;, i.e.,

SIR;(p) =

Psir(y) ={p>0|SIRi(p) > v, i=1,....K}. (1)

Here and in the following orderings <’ and ’<’ between
vectors are always meant componentwise. Obviously it may
happen that not all requirements ; can be simultaneously
satisfied, in which case Pgr () is empty.

For convenience of notation we quote the following result
from [15]. It deals with solutions of the equation

[I-Alz=c¢c (2)

when A is a nonnegative but not necessarily irreducible
matrix. The proof given in [15] is direct and self-contained,
and does not rely on the Perron-Frobenius theory. In the
irreducible case the result is well known from [20]. Let p(A)
denote the spectral radius of a square matrix A, defined as
p(A) = max{|\;(A)|}, where \;(A) denotes the complex
eigenvalues of A.
Proposition 1: Let A € R™ " be non-negative.

a) If there are > 0, ¢ > O satisfying (2), then p(A) < 1.
b) If p(A) < 1, then I — A is non-singular and for every
c > 0, the unique solution € R™ of (2) is positive.
c) If p(A) < 1, then for every ¢ > 0, the unique solution
x € R" of (2) is non-negative.
d) If ¢ > 0 and there exists y > 0 such that [I — Aly > ¢,
then (2) has a unique solution & and 0 < = < y.
The above is now applied to Psir(7). The inequalities
defining (1) can be rewritten as a system of linear inequalities.

For this purpose write B = (b;;)[,_,, with
{Aij/Aii, i#]

bij = o

0, =7

and T = (71,...,7K) ", where 7; = Cj;02/A;;. Then for every
p > 0 it holds that p € Psir() if and only if

[I -I'B]p>TIT, 3)

where I' = diag(y) denotes the matrix with diagonal entries
v; and nondiagonal entries equal to zero.

If I'T > 0 and system (3) has a solution p > 0, then there
is a unique solution p* < p satisfying

[I-I'B]p* =TT,

as follows from Proposition 1. Moreover, for any given v >
0, the equation [I — I'B]p = I't has a positive solution
p if and only if the spectral radius p(I'B) < 1, and in
that case, the solution is unique. Denote it by p*(y) =

(Pi (%), Py (7). Thus
p'(y)=[I-I'B]"'I'r )

with all components positive.

Summarizing the above arguments, we see that there
is a unique componentwise minimum power allocation in
Psir (), provided the power region is nonempty, see also
Theorem 2 in [2].

Proposition 2: If Psir(vy) # 0, then there is a unique
power allocation p* = p*(v) such that SIR;(p*) = ~; for
alli=1,...,K and p* < p for all p € Psir(7).

The shifted power region Pgir(y) — p*(7y) has a nice
geometrical structure which is important for finding, e.g., the
projection of inadmissible points onto Pgir (). For complete-
ness we recall the following definition. A set C in a linear
vector space is said to be a cone if ¢ € C implies that ac € C
for all o > 0 (see, e.g., [21]).

Proposition 3: Psir(v) — p*() is a closed convex cone.

Consider the sets (cp. [19])

Pi={p | Aipi — % »_ Aiyp; > 7iCiic”}, i=1,...
J#i

7K7

which are closed convex affine halfspaces in R. Obviously,
Psir(vy) = ﬂfil P;, and from Theorem C in Section III of
[22] it follows that Psr(7y) is a closed and convex polytope.
To prove that Psir(y) — p*(7y) is a cone, we show that
SIR;(p*(v) + o[p — p*(7)]) = 7i. and hence p*(v) +alp —
p*(7)] € Psir(y) for any p € Psir(y) and a > 0. By
assumption SIR;(p) > ; for all i = 1,..., K, in detail,

Aiipi — i ZAijpj >y Co?, i=1,..., K.
J#i
Denote by a;) = (_’YiAila ey Ay —’}/iAZ‘K)T and (; =
~iCi;0%. Then aErZ.)p > (¢ and ag;.)p*('y) = ( for all i =
1,..., K. It follows that
alyp*(v) + alalyp — alyp* (V)] > alyp* () = G,

foralli=1,...,K and all @ > 0, and hence p*(y) + a[p —
p*(v)] € Psir(vy) for all o > 0.

A related result, however, not including convexity and
without shifting Pgig () to the origin is derived in [23].

The uniformly minimal point p* () € Pgir(7y) is of partic-

ular interest since it requires minimal power while maintaining
the SIR demands v = (71,...,7,)" of all users. In the
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following we deal with the behavior of p*(v) as a function
of ~.

Proposition 4: The function p*(+) is monotonically in-
creasing, ie., if Psr(y?) # 0 and vV < ~3), then
p*(vM) < p*(v?). Furthermore, p*(v) — 0 as v — 0.

From Proposition 1 a) it follows that p(I"*) B) < 1. Hence,
expanding representation (4) in a von Neumann series gives

p (") =[I-r"B'rWr

(rYVB)rovr

M

N
I
o

(r'®»B)'r@-

M

I
o

I-r?p|~'‘r®r
=p*(v?),

where I') = diag(~®).

It is immediate from (4) that p*(y) — 0 as v — 0. Observe
that [I — I'B]~! exists in a sufficiently small neighborhood
of 0.

Further conditions for strict monotonicity of p*(+) are
given in [15]. It should be mentioned that for a different,
but related model the generic concept of p*(v) as a one-
dimensional manifold and its monotonicity are also considered
in [24].

— o~

III. PROPORTIONAL POWER ADJUSTMENT

As we have seen in the previous section, Psir(y) # 0
whenever « is sufficiently small. If the requirements « of a
community of users are such that there is no power allocation,
i.e., Psir(v) = 0, access control becomes inevitable. A ratio-
nal concept is to request that each user sets aside a proportional
fraction of his requirement until a feasible power allocation
can be found. This concept quantifies to a certain extent the
notion of graceful degradation of CDMA as discussed in [25]
and leads to investigating the behavior of

p*(ay)=[I —al'B] 'al't, a > 0.

By Proposition 1, the point p*(a-y) exists whenever a <
1/p(I"B). This breakpoint can be described as the solution
of the following max-min problem.

Proposition 5: Let v > 0 be fixed and B be irreducible. A
proportional SIR requirement vector ay, o > 0, allows for a
feasible power assignment if and only if

SIR;
a <sup min (p) . &)
p>0 i=1,.. K Yi

The only point remaining is to show that the right hand
side of (5) coincides with 1/p(I'B). For this purpose we
use Corollary 8.1.31 in [26], stating that for any irreducible
nonnegative matrix C' = (cy;); ;_; ; the spectral radius is
given by

p(C) =

min max CiiPj
p>0 i= K P £ Z L

Some elementary algebra gives that

Yi _ Zj CijDj + YiTi
SIR;(p) i
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with C = I'B. Hence,

K
Vi 1
320 SR Gy B T 2 e
=p(C) = p(I'B),

which yields the assertion by considering the reciprocal value.
To describe the set {p*(ay) | 0 < a < 1/p(I'B)} the
componentwise derivative with respect to « is important.
Proposition 6: For any 0 < o < 1/p(I’'B), the derivative
of p*(ay) = [I — al'B]"'alI'T is given by

—p*(ay) = [I —al'B]*I'T. (6)

First write p*(a-y) = [21 — I'B]~'I't. The derivative of
the inverse is given by (see, e.g., [27])
d -1 1 1

I-rB] ' = 2[1 rB]”

[ 2
dala «

— [I-arB]™?

By linearity, (6) follows from multiplication by I'T.

Since [I — aI'B]™! consists of nonnegative entries,
da p*(ay) in (6) is nonnegative for each component, in
accordance with the componentwise monotonicity property in
Proposition 4.

If power is not the limiting factor, as may be assumed
approximately true for the downlink in cellular networks, it
is relevant to determine how the power adjustment p*(a-y)
diverges as the quality profile a~y tends to its limit at a =
1/p(I'B). This is important if power consumption is of no
concern and the main objective is to achieve best possible
performance.

Since « is fixed in the sequel we may reparametrize 3 =
1/« and write

p*(f) =1 -I'B]"'I',
provided that 5 > p(I'B).

If B is irreducible, in [28], p. 315, and [29], (2.3), the fol-
lowing spectral representation of [3I — A]~! for the nonnega-
tive matrix A = I'B is shown. Let {\; = p(A), X2, ..., Ak}
denote the spectrum of A and m(\) = (A— p(A)) [Tr_, (A
Ak )™* the minimal polynomial of A. Then for 5 > p(A) it
holds that

K myg

= :cy +ZZ J_l ij

k=2 j=1 (7)

1 T
EE kA R(3),

where x and y denote the right and left Perron vectors of A,
respectively, and Zj; are fixed matrices, known as principal
component matrices. The right and left Perron vector are
defined as the the right and left eigenvectors of A with positive
components corresponding to eigenvalue p(A), the spectral
radius.

From representation (7) the order and direction of diver-
gence can be easily deduced. As § — p(A) the first term
5Ty’ tends componentwise to infinity while R(0)
tends to a fixed matrix R(p(C)). Note that p(A) > Xy for

81 - A]7! =
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Fig. 1. The dotted line is the orbit p*(3) for 8 € (p(I"B), c0), the cones
PSIR,(%’Y) are depicted for 8 = 0.9, 1.2, 2.

all k = 2,..., K. Hence, multiplication by I'T yields in the
limit as 8 — p(A) that
T
" y'I't
p'(B) - 7=
B—p(A)
The interpretation is that p*(f) diverges to infinity along
direction  up to the constant shift vector R(p(A))I't. In
summary we obtain the following result.
Proposition 7: It holds that

— R(p(A))FT — 0.

-
. y I'r
Tim (p* 8) - 733) — R(p(I'B))T'r.
st (P70) 8 —p(I'B) ((I'B)) ]
Hence, p*(3) diverges as 8 — p(I'B). The factor li—?JTI;TBﬂ

represents the order of divergence, the right Perron vector x is
the direction of divergence, and R(p(I‘B))I‘T is a constant
deviation between p*((3) and the limiting direction.

Spectral representation (7) is also employed in [12] for
analyzing the asymptotic behavior of the minimum total
power.

Our results so far are visualized in Figure 1 for K =
2,1411 = 0.6,A22 = 1,A12 = 0.1,A21 = 0.37’72‘ =
3.16W, Cy;0% = 10~"W,i = 1,2. The orbit p*(3) is shown
as a parametric plot of 5 € (p(I'B),o0). The convex cones
Psm(%'y) are depicted for three cases 8 = 0.9, 1.2, 2.
Divergence along a fixed direction can be clearly recognized
as 8 — p(I'B).

IV. AcCESS CONTROL WITH LIMITED POWER BUDGET

In practice, power is limited, particularly for small handsets
as are used for the uplink. Hence, mobiles may select their
power adjustment only from a bounded set P, say. To be quite
general, we describe power constraints by help of a convex
function ¢ : RX — R satisfying ¢g(0) = 0. The set of feasible
power allocations is then defined as

Pfeas = {P > 0 | g(p) < m}

4e—06

P2

3e-06

2e-06

le-06

1

3e—06 4e-06
P

2e—06

Fig. 2. An example where p*(7) & Preas. The dotted line is the orbit
p*(B) for B € (p(I"'B), 00). Circles indicate iteration steps of the algorithm
in section IV starting with B9 = 0.9.

for some positive threshold m > 0. It is clear that Pre,g is a
convex set which contains with each power assignment p > 0
any componentwise smaller g > 0.

Important special cases are covered by this approach. In-
dividual peak power constraints p; < m,; for positive bounds
m;, ¢ = 1,..., K, evolve from choosing g(p) = max; 5{1
and m = 1. Total power restrictions like 21 pi < m follow
by setting g(p) = >, pi. Both are special cases of general
restrictions of the form g(p) = ||p|| for some norm || - ||.
We will deal with this case later under numerical aspects. The
intersection of peak and sum power constraints is also covered
by the present general approach.

Let v > 0 be given and assume that p*(v) € Preas, as
visualized in Figure 2 for K = 2 and parameters according
to Figure 1. We search for a minimum proportional reduction
of v by some 0 < « < 1 such that p*(ay) € Preas. With
B = 1/a it is clear from the above that a solution of the
system

(BI—-I'B)p=1TIr

glp)=m ®)

with variables p and [ is sought. Observe that a solution exists
and is unique, however, in general it is hard to determine. For
this purpose rewrite (8) as

F: (p(I'B),00) = R: B+ g([BI-TB]"'I't)—m. (9)

Seeking the roots of F yields the solution 5* of(8).

In the case that g is continuously differentiable Newton’s
Method is a favorite candidate for finding a solution 3* of (9)
as follows,

F(Bn)
F'(Bn

Algorithm (10) converges locally quadratic, see, e.g., [30].
Using the chain rule for multivariate functions and setting

ﬁn-‘rl = ﬂn + Aﬂna Aﬂn = . (10)

~
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p(B) = [BI — I'B|~'I'T gives
d d d
@F(ﬁ) = %g(u)’u:p(ﬂ) %p(ﬁ)

d D

_ _ -2
= dug(u)|":1’(ﬁ) [ﬁI FB] I'r,

cp. Proposition 6.
We evaluate (11) for the ¢ ,-norms, 1 < ¢ < o0, i.e., g(u) =

1/q
lully = Zf:luf) , u > 0. The derivative of g(u) =
|lu||q is given by

d d gt o
g(w) = <l = [l (7).
Abbreviating componentwise exponentiation as
(u‘{_l,...,u‘fgl) = (uq_l)T, Newton’s iteration (10)

becomes
B —I'B]'I't|, —m
PR 165 Ko S
1p(Bu)llg (P9~ (Bn))T[Bnd — I'B]2I'T
n)|lg —m
= B — lpWn)lg—m____ (12)
Ilp(Bn)llg (P71 (Bn)) TP (Bn)

where p'(8) = %p(ﬁ) means the column vector of compo-
nentwise derivatives w.r.t. 3.

Important special cases are ¢ = 1, describing a total limited
power budget (cf. [12]), and ¢ = 2. In the case ¢ = 1 iteration

(12) reads as
_ 5, - [p(Bn)llr —m [p(Bn)llr —m

(1,...,1)Tp'(Bn) 1P/ (Bu)llr
since p’(B,) < 0 by Proposition 4. For ¢ = 2 we obtain from

(12)
[p(B)ll=m
12/ 2 (5) TP (5n)

A numerical problem in implementing algorithms (10),
or (12), respectively, lies in computing p(5,) = [Bul —
I'B)"'I't and p'(3,) = — |8, — 'B]2I'T.

The following algorithm converges towards p(/3,,). The i-th
component in the iteration p, (k) is given by

pnﬂ(k) ﬂ Tz + Z A” pn,j (k 1))7
n i

:ﬂn+

/Bn+1

ﬁn+1 = Bn -

13)

i=1,...,K, k € N.If 8, > p(I'B), then it holds that
limg 00 pn(k) = p(Bn) for any initial value p,(0), as is
shown in the appendix.

Similarly, the following sequence p/, (k) converges towards

p/(ﬂn),
Pulk) = (5 I'B - g 5

ke NIf p(5- 2B - (FB) ) < 1, then limy, .o p), (k) =

P (Bn) holds for any n “and any initial value p/, (0).

We conclude this section by evaluating the proposed algo-
rithm on the example depicted in Figure 1 and 2 for sum
power constraints. Table I shows the results, convergence is
fast giving an optimum value 3* = 1.1469 with corresponding
power allocation p*(3*) = 1076(0.944, 1.056) T after 6 itera-
tions with a relative error of 107°. The results p(3,) of the
iterations n = 0,1, ...,5 are also indicated by open circles in
Figure 2.

2 1

(I'B)*)p,,(k—1) + Lrr a4
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TABLE 1
NUMERICAL CONVERGENCE FOR THE VALUES USED IN FIGURE 1 AND 2,
CONVERGENCE UP TO 4 DIGITS ACHIEVED AFTER 5 ITERATIONS.

n | o 1 2 3 4
B 0.9 1.0084  1.1032 11426 1.1468

109p(Bn) 2.061 1.348 1.041 0.953 0.944
" 2.522 1.580 1.181 1.067 1.056

V. CONCLUSIONS

This paper has introduced the concept of proportional SIR
reduction for a community of users if there exists no feasible
power adjustment for given transmission rate requirements.
We have derived an algorithm to determine the point of
minimal reduction numerically for a rather general class of
power restrictions, including the case of limited total power.
To achieve these results we have investigated the geometrical
structure of the set of admissible power assignments, and
furthermore, monotonicity and asymptotic properties when the
proportionality factor tends to its boundaries.

Interesting open problems are the development of algo-
rithms for a nonsmooth boundary of the power restrictions, and
decentralizing the computation such that power assignments
can be determined locally with only small global information
exchange.

APPENDIX
We complement the convergence proofs of (13) and (14).
As (,I — I' B is an M-matrix, we can apply Jakobi’s method
which is convergent for all initial vectors, see [31]. Equa-
tion (13) is the ¢-th component of

L rBp, k-1 + 21
5, TBPnl )+ﬂnT

Successive application yields

pn(k)

k—1

puk) = (ﬂirB)kpn(o)Jr {Z (ﬂ FB) }ﬁ r'r. (15)
3 2\ B, 3

As (B, > p(I'B) by assumption, using the von Neumann

Series yields (IfﬁI“B)’1 =>70 (ﬂ%[‘B)i. In particular,
it holds that '

k—1
lim ( FB) —0and lim | ( FB) }FT:pn.
k—o0 ﬁn k—oo i—o ﬁn

(16)
Thus, we get limg_.o pn(k) = p(B,) which concludes the
proof of (13). Equation (14) is shown in a similar way noting
that (3,1 — I'B)~2 = (8*I — (23,I'B — (I'B)?))~!

REFERENCES

[1] M. Chiang and J. Bell, “Balancing supply and demand of bandwidth in
wireless cellular networks: utility maximization over powers and rates,”
in Proc. IEEE INFOCOM 2004.

[2] S. Hanly, “An algorithm for combined cell-site selection and power
control to maximize cellular spread spectrum capacity,” IEEE J. Select.
Areas Commun., vol. 13, no. 7, pp. 1332-1340, Sept. 1995.

[3] R. Yates, “A framework for uplink power control in cellular radio
systems,” IEEE J. Select. Areas Commun., vol. 13, no. 7, pp. 1341-
1348, Sept. 1995.



MATHAR and SCHMEINK: PROPORTIONAL QOS ADJUSTMENT FOR ACHIEVING FEASIBLE POWER ALLOCATION IN CDMA SYSTEMS

[4]

(5]
[6]

[7]

[8]

[9]

(10]

[11]

[12]

[13]

[14]

(15]

[16]

(17]

(18]

[19]

[20]

D. Catrein, L. Imhof, and R. Mathar, “Power control, capacity, and
duality of up- and downlink in cellular CDMA radio,” IEEE Trans.
Commun., vol. 52, no. 10, pp. 1777-1785, Oct. 2004.

S. Hanly, “Congestion measures in DS-CDMA networks,” IEEE Trans.
Commun., vol. 47, no. 3, pp. 426437, Mar. 1999.

L. Mendo and J. Hernando, “On dimension reduction for the power
control problem,” IEEE Trans. Commun., vol. 49, no. 2, pp. 243-248,
Feb. 2001.

J. Papandriopoulos, J. Evans, and S. Dey, “Outage-based optimal power
control for generalized multiuser fading channels,” IEEE Trans. Com-
mun., vol. 54, no. 4, pp. 693-703, Apr. 2006.

S. Ulukus and R. Yates, “Stochastic power control for cellular radio
systems,” IEEE Trans. Commun., vol. 46, no. 6, pp. 784-798, June
1998.

S. Hanly and D. Tse, “Power control and capacity of spread spectrum
wireless networks,” Automatica, vol. 35, no. 12, pp. 1987-2012, Dec.
1999.

D. Tse and S. Hanly, “Linear multiuser receivers: effective interference,
effective bandwidth and user capacity,” IEEE Trans. Inf. Theory, vol. 45,
no. 2, pp. 641-657, Mar. 1999.

P. Viswanath, V. Anantharam, and D. Tse, “Optimal sequences, power
control, and user capacity of synchronous CDMA systems with linear
MMSE multiuser receivers,” IEEE Trans. Inf. Theory, vol. 45, no. 6, pp.
1968-1983, Sept. 1999.

H. Boche and S. Stanczak, “Convexity of some feasible QoS regions and
asymptotic behavior of the minimum total power in CDMA systems,”
IEEE Trans. Commun., vol. 52, no. 12, pp. 2190-2197, Dec. 2004.
——, “Log-convexity of the minimum total power in CDMA systems
with certain quality-of-service guaranteed,” IEEE Trans. Inf. Theory,
vol. 51, no. 1, pp. 374-381, Jan. 2005.

L. Imhof and R. Mathar, “Capacity regions and optimal power allocation
for CDMA cellular radio,” IEEE Trans. Inf. Theory, vol. 51, no. 6, pp.
2001-2019, June 2005.

——, “The geometry of the capacity region for CDMA systems with
general power constraints,” IEEE Trans. Wireless Commun., vol. 4, no. 5,
pp. 2040-2044, Sept. 2005.

N. Bambos, S. Chen, and G. Pottie, “Channel access algorithms with
active link protection for wireless communciation networks with power
control,” IEEE/ACM Trans. Networking, vol. 8, no. 5, pp. 583-597, Oct.
2000.

D. Catrein, A. Feiten, and R. Mathar, “Uplink interference based call
admission control for W-CDMA mobile communication systems,” in
Proc. VTC 2005 Spring, May 2005.

A. Feiten and R. Mathar, “A game theoretic approach to capacity sharing
in CDMA radio networks,” in Proc. Australian Telecommunications and
Applications Conference (ATNACO4).

——, “Optimal power control for multiuser CDMA channels,” in Proc.
International Symposium on Information Theory (ISIT 2005), Sept.
2005.

D. Mitra and J. Morrison, “A distributed power control algorithm for
bursta transmissions on cellular spread spectrum wireless networks,” in
Wireless information Networks, J. Holtzman, Ed.  Kluwer Academic
Publishers, 1996.

259

[21] D. Luenberger, Optimization by Vector Space Methods. ~New York:
Wiley, 1969.

A. Roberts and D. Varberg, Convex Functions.
Press, 1973.

R. Yates and C. Huang, “Integrated power control and base station
assignment,” IEEE Trans. Veh. Technol., vol. 44, no. 3, pp. 638-644,
Aug. 1995.

[24] S.  Hanly, Information
http://www?2.ee.mu.oz.au/staft/hanly/:
Cambridge, 1993.

A. J. Viterbi, CDMA: Principles of Spread Spectrum Communication.
Boston: Addison-Wesley, 1995.

R. Horn and C. Johnson, Matrix Analysis.
University Press, 1985.

J. R. Magnus and H. Neudecker, Matrix Differential Calculus with its
Applications in Statistics and Econometrics. New York: Wiley, 1999.
P. Lancaster and M. Tismenetsky, The Theory of Matrices. Orlando:
Academic Press, 1985.

E. Deutsch and M. Neumann, “Derivatives of the Perron root at an
essentially nonnegative matrix and the group inverse of an M-matrix,”
J. Mathematical Analysis and Applications, vol. 102, pp. 1-29, 1984.
J. Ortega and W. Rheinboldt, Iterative Solution of Nonlinear Equations
in Several Variables. New York: Academic Press, 1970.
C. D. Meyer, Matrix Analysis and Applied Linear Algebra.
phia: SIAM, 2000.

[22] New York: Academic

[23]

Capacity
Ph.D.

of  Radio  Networks.
thesis, University of

[25]

[26] Cambridge: Cambridge

[27]
[28]

[29]

[30]

[31] Philadel-

Rudolf Mathar received his Diploma and Ph.D. degree in mathematics from
RWTH Aachen University in 1978 and 1981, respectively. Previous positions
include a research fellowship at Augsburg University and a lecturer position
at the European Business School. In 1989, he joined the Faculty of Natural
Sciences at RWTH Aachen as a Professor of Stochastics and Computer
Science. He has held the International IBM Chair in Computer Science at
Brussels Free University in 1999. In spring 2001 and 2008, he was invited
as Erskine Fellow to Canterbury University, Christchurch, New Zealand. In
2002, he was the recipient of the Vodafone D2 Innovation Award. In 2004 he
was appointed head of the Institute of Theoretical Information Technology in
the Faculty of Electrical Engineering and Information Technology at RWTH
Aachen University. His research interests include mobile communication
systems, particularly optimization, resource allocation and access control, as
well as radio network information theory.

Anke Schmeink received her Diploma degree in mathematics and the
Ph.D. degree in electrical engineering and information technology from
RWTH Aachen University, Germany, in 2002 and 2006, respectively. From
September to December 2005, she was a Visiting Researcher with the Depart-
ment of Electrical and Electronic Engineering, The University of Melbourne.
She received the E-plus best dissertation award 2006 and the Vodafone
young scientists award 2007. She is currently a Research Scientist with
the Medical Signal Processing Group at Philips Research Laboratories. Her
research interests are in information theory, game theory, and communications
theory with current focus on wireless communication networks and medical
applications.



